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1. BASICS FROM REPRESENTATION THEORY

1.1. REPRESENTATIONS

Definition 1. A group (G, ·) is a set G together with a binary operation · : G × G −→ G satisfying:

• Associativity: a · (b · c) = (a · b) · c for all a, b, c ∈ G.

• Identity element: there exists an element e ∈ G with e · g = g · e = g for all g ∈ G.

• Inverse: for all g ∈ G, there exists h ∈ G with g · h = h · g = e. Such an element h is unique; it is called
the inverse of g, and is denoted by g−1.

Example 1. If (F,+, ·) is a field, then (F,+) is a group. The collection of bijections from the set {1, 2, ..., n} to
itself is the symmetric group Sn. The set of invertible linear maps from a vector space V to itself is the general
linear group GL(V).

Representation theory is the study of groups via group actions on vector spaces.

Definition 2. An action of a group G on a set X is a map φ : G × X −→ X such that for all x ∈ X and g, h ∈ G it
holds that φ(e, x) = x and φ(g, φ(h, x)) = φ(gh, x).

Definition 3. A representation (φ, V) of a group G on a vector space V (over a field F) is a group homomor-
phism φ : G −→ GL(V).

A representation always satisfies φ(e) = 1V and φ(g−1) = φ(g)−1. The dimension or degree of a representation
(φ, V) is the dimension of V. This course only deals with finite-dimensional representations. Rename?

Example 2. Let G be a cyclic group of order d generated by g. Let V = Cd with basis |0⟩, |1⟩, ..., |d − 1⟩.
Consider a linear operator X on V defined by X|i⟩ = |i + 1 mod d⟩ for all i. Then the map g 7→ X determines
a representation (φ, V) of G. Another representation (φ′, V) is defined the map g 7→ Z, where Z|j⟩ = wj|j⟩ for
a primitive d-th root of unity.

The two representations in the example above are essentially the same, a notion which we now make precise:

Definition 4. Let G be a group. Two representations (φ, V) and (φ′, V′) of G are said to be isomorphic or similar
if there exists a vector space isomorphism ψ : V −→ V′ such that φ′(g) = ψ ◦ φ(g) ◦ ψ−1 for all g ∈ G.

For example, the matrix X corresponding to the shift |i⟩ 7→ | [i − 1] (mod d)⟩ of |0⟩, ..., |d − 1⟩ has eigenvalues
e2πik/d for k = 0, 1, . . . d − 1. Hence, if w = e2πi/d, a primitive root of unity, then the unitary U diagonalizing X
satisfies φ′ = U ◦ φ ◦ U†.
Here are some examples of representations for any group G:

Example 3. The trivial representation: φ(g) = 1F for all g ∈ G, where F is some field.

Example 4. The regular representation of a (finite) group G: Let n = |G| and V ∼= Cn with basis {|g⟩}g∈G.
The linear extension of the map φ(g) : |h⟩ 7→ |gh⟩ to all of V is called the regular representation. Conversely,
let (ψ, W) be a representation such that there exists w ∈ W so that {ψ(g)(w)}g∈G is a basis of W. Then ψ is
isomorphic to the regular representation.

Example 5. The permutation representation: Let X be a finite set and G be a group acting on X. Consider the
free vector space generated by X, i.e., V ∼= Cm, where m = |X|, and {|x⟩}x∈X is a basis for V. Then the linear
extension of the map φ(g) : |x⟩ 7→ |gx⟩ defines the permutation representation of G.

Note that the regular representation of G is the permutation representation of G that results from G acting on
itself by left multiplication.

1.2. IRREDUCIBLE REPRESENTATIONS AND DECOMPOSITIONS

Definition 5. Let (φ, V) be a representation of a group G. A subspace W ⊂ V is called invariant or stable if
φ(g)|w⟩ ∈ W for all |w⟩ ∈ W and g ∈ G. The restriction φ|W of φ onto W is called a subrepresentation.

Example 6. Let G be a finite group with n = |G| and (φ,Cn) be the regular representation. Let W =
span(∑g∈G |g⟩). Then (φ|W , W) is a subrepresentation of (φ,Cn).

Note {0} and V are always invariant subspaces.
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Definition 6. A representation (φ, V) is called irreducible if {0} and V are the only invariant subspaces of V.

A one-dimensional representation is always irreducible. For example, the one-dimensional subspace W in
example 6 is irreducible. A goal of representation theory is to find all irreducible representations of a group G.

Definition 7. Let (φ1, V1) and (φ2, V2) be a representation of a group G. Then the direct sum V1 ⊕ V2 affords
the representation [(φ1 ⊕ φ2)(g)](v1 ⊕ v2) := [φ1(g)](v1)⊕ [φ2(g)](v2) of G; this is called the direct sum of the
representations (φ1, V1) and (φ2, V2).

Definition 8. A representation is called completely reducible if it decomposes as a direct sum of irreducible
representations.

Proposition 1.1. Let (φ, V) be a representation of a finite group G, where V is a vector space over a field
whose characteristic does not divide the order of G. Then every G-invariant subspace W has a G-invariant
complement W ′, i.e., V = W ⊕ W ′ (as vector spaces and as representations).

Proof sketch. Let PW be the projection onto W and define

QW =
1
|G| ∑

g∈G
φ(g) ◦ PW ◦ φ(g)−1.

Then one can check that Im QW = W and W ′ := ker QW is the desired G-invariant complement.

Alternate proof using Weyl’s unitarity trick. Let (φ, V) be a representation overC and let ⟨·|·⟩ : V ×V −→
C be an inner product on V. Define a new inner product by

⟨v|w⟩G :=
1
|G| ∑

g∈G
⟨φ(g)v|φ(g)w⟩ .

Then for every G-invariant subspace W the orthogonal complement W⊥ (taken w.r.t. ⟨·|·⟩G) is G-
invariant as well, and V = W ⊕ W⊥ as representations. Moreover, (φ, V) is a unitary representation
w.r.t ⟨·|·⟩G, that is, φ(G) ⊂ U(V) and φ(g−1) = φ(g)−1 = φ(g)†.
For general unitary representations (φ, V) and an invariant subspace W ⊂ V, the orthogonal comple-
ment W⊥ is again invariant.

Proposition 1.2 (Maschke’s theorem). Every finite-dimensional representation of a finite group G over a field
with characteristic not dividing |G| is completely reducible.

Proof. Use induction on dim V and the preceding proposition.

The proposition above is referred to as Maschke’s theorem, and when the representation is over C, it says that
for a finite group G and a finite-dimensional representation V of G over C, we can write V = V1 ⊕ · · · ⊕ Vm
with each Vi irreducible. Is this decomposition unique?

Proposition 1.3 (Schur’s Lemma). Let (φ1, V1) and (φ2, V2) be irreducible representations of a group G, and
let f : V1 −→ V2 be a G-equivariant linear map, that is, f satisfies f ◦ φ1(g) = φ2(g) ◦ f for all g ∈ G. Then:

(1) Either f is invertible (and hence V1
∼= V2) or f = 0.

(2) If V1 = V2 is finite-dimensional over an algebraically closed field F (for example F = C), then f = λ1V1
for some λ ∈ F.

Proof. (1) Suppose f ̸= 0. Then ker f ̸= V1 is a G-invariant subspace of V1, so ker f = {0} by
irreducibility of V1. Likewise, Im f ̸= {0} is a G-invariant subspace of V2, so Im f = V2 by
irreducibility of V2. This proves f is invertible.

(2) F being algebraically closed guarantees that the linear map f has an eigenvalue, say λ ∈ F. The
map f ′ = f = λ1V1 is G-equivariant, and it is not invertible since its kernel has a non-zero
eigenvector of f . By (1), it follows that f ′ = 0, and so f = λ1V1 .
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Corollary 1. Let G be an abelian group. Then any complex irreducible representation of G is one-dimensional.

Definition 9 (Isotypical component). Let V be a finite-dimensional representation of a finite group G over
C, and consider a decomposition V = ⊕kVk, where each Vk is the direct sum of nk copies of an irreducible
representation Wk of G, i.e., Vk = Wk ⊕ · · · ⊕ Wk = W⊕nk

k = Wk ⊗Cnk , such that Wk ≇ Wj for j ̸= k. Then Vk is
called an isotypical component.

An application of Schur’s lemma shows:

Proposition 1.4. The decomposition V = ⊕kVk of a representation V into isotypical components Vk is unique,
and so are the multiplicities nk of Wk in Vk.

Proof. See [Tel05].

2. BASICS FROM REPRESENTATION THEORY (CONTD.)

2.1. TENSOR AND DUAL REPRESENTATIONS, HOM SPACES

Definition 10. Let (φ, V) and (ψ, W) be representations of a group G. Then (φ ⊗ ψ)(g) := φ(g)⊗ ψ(g) defines
a representation on V ⊗ W called the tensor representation.

Note: even if V and W are irreducible representations, the representation V ⊗ W is in general reducible.

Example 7. Let (φ, V) be a representation of G and consider the tensor representation W = V ⊗ V. Let
F : V ⊗ V −→ V ⊗ V be the swap operator defined as the linear extension of the map F(|x⟩ ⊗ |y⟩) = |y⟩ ⊗ |x⟩
for |x⟩, |y⟩ ∈ V. Then we have the decomposition V ⊗ V = Sym2(V)⊕ Alt2(V), where Sym2(V) := {|z⟩ ∈
V ⊗ V : F|z⟩ = |z⟩} and Alt2(V) := {|z⟩ ∈ V ⊗ V : F|z⟩ = −|z⟩}. Sym2(V) and Alt2(V) are both G-invariant
subspaces called the symmetric and antisymmetric square respectively.

Definition 11. Let (φ, V) be a representation of G. Write V∗ for the dual space of V, i.e., V∗ is the set of linear
maps from V to C. The dual representation (φ∗, V∗) is defined as φ∗(g)(L) := L ◦ φ(g)−1 for g ∈ G and L ∈ V∗.

The dual representation satisfies for all g ∈ G, |v⟩ ∈ V, ⟨w| ∈ V∗ that φ∗(g) = φ(g−1)T and (φ∗(g)⟨w|)(φ(g)|v⟩) =
⟨w|φ∗(g)T φ(g)|v⟩ = ⟨w|v⟩ . It also holds that (φ∗, V∗) is irreducible iff (φ, V) is, and if (φ, V) is unitary then
φ∗(g) = φ(g) (i.e. φ∗(g) is the complex conjugate of φ(g)).

Definition 12. Let V, W be two vector spaces over F. Then Hom(V, W) is the vector space of linear maps from
V to W. Now let (φ, V), (ψ, W) be two representations of a group G. Then G acts on Hom(V, W) by sending
f : V −→ W to ψ(g) ◦ f ◦ φ(g)−1, which turns Hom(V, W) into a representation of G.

Note that setting W = C in the definition above with the trivial action of G recovers the dual representation of
G. We also have

(1) Hom(V, W) ∼= V∗ ⊗ W as vector spaces and representations.
(2) The set of vectors in V invariant under the action of G make up the set VG := {|v⟩ ∈ V : φ(g)|v⟩ =

|v⟩ for all g ∈ G}. With this notation we have HomG(V, W) := Hom(V, W)G = (V∗ ⊗ W)G.
(3) If V = ⊕iVi is an isotypical decomposition with isotypical components Vi = Wni

i for pairwise inequiv-
alent irreducible representations Wi of G, then ni = dim HomG(V, Vi) = dim(V∗ ⊗ Vi)

G.

2.2. GROUP ALGEBRA AND CHARACTERS

Recall that in defining the regular representation of a group G we denoted by V the free vector space on
the elements {|g⟩}g∈G of G, that is, V is the set of formal linear combination of elements of G. The group
multiplication endows V with the structure of an algebra, with multiplication defined by[

∑
g∈G

cg|g⟩
]
·
[

∑
h∈G

dh|h⟩
]
= ∑

g,h∈G
cgdh|gh⟩ = ∑

g∈G
fg|g⟩,

with fg = ∑h∈G cgh−1 dh. This multiplication on V is associative, has the group identity element e as the multi-
plicative identity, and satisfies distributivity over addition. Thus (V,+, ·) is an algebra, called the group algebra,
and is denoted by C[G] (alternatively CG,AC(G)).
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A representation of an algebra A over a field F is an algebra homomorphism A −→ EndF(V) into the algebra
of endomorphisms on an F-vector space V with multiplication defined by composition of linear operators on
V.
For A = C[G], any representation (φ, V) of G can be extended to a representation (φ̃, V) of C[G] by setting
φ̃(|g⟩) = φ(g) and linearly extending to all of C[G]. Conversely, any t (φ̃, V) of C[G] yields a t of G by
restricting φ̃ to {|g⟩}. Therefore representations of G correspond exactly to representations of C[G].
Another interpretation of elements of C[G] is as functions f : G −→ C : the element ∑g∈G cg|g⟩ can be thought
of as the function that maps g ∈ G to cg. Functions from G to C that are constant on conjugacy classes of G, i.e.
they satisfy f (g) = f (hgh−1) for all g, h ∈ G, are called class functions. The set of class functions is exactly the
center Z(C[G]) = { f ∈ C[G] : f g = g f for all g ∈ C[G]} of the group algebra.

Definition 13. Let (φ, V) be a representation of G. The character χ = χV of (φ, V) is the class function defined
by χ(g) = tr(φ(g)).

Here we list basic properties of the character of a representation. The character of a representation evaluated
at the identity of the group gives the dimension of the representation. If (φ, V) is unitary, then χ(g−1) = χ(g).
The character χV⊕W of a direct sum of two representations V and W is the sum of the individual characters
χV and χW . The character χV⊗W of a tensor product of two representations V and W is the product of the
individual characters χV and χW .
In the following proposition we will use an inner product structure on C[G], which we now define. For x =

∑g∈G xg|g⟩, y = ∑g∈G yg|g⟩ in C[G], set (x, y) := 1
|G| ∑g∈G xgyg.

Proposition 2.1. Let Wi for i = 1, ..., k be pairwise independent irreducible representations of a group G, and
denote by χi the corresponding characters. Then (χi, χj) = δij. Moreover, any class function orthogonal to all
χ′

is is identically 0. Hence, {χi}k
i=1 is an orthonormal basis of the set of class functions.

Proof. See [Ser77], [Tel05] for a proof.

Corollary 2. Proposition 2.1 has the following corollaries.
(1) The multiplicity of an irreducible representation W in some representation V is (χV , χW).
(2) V is irreducible iff (χV , χV) = 1.
(3) Two representations are isomorphic iff they have the same character.
(4) The number of distinct irreducible representations of a finite group G is equal to the number of conju-

gacy classes.

We now determine the character of the regular representation R(G) of a finite group G. Recall that R(G) has
basis {|g⟩}g∈G and G acts by left multiplication φ(g) : |h⟩ 7→ |gh⟩. Therefore χR(G)(g) = tr φ(g) = |G|δg,e.

Corollary 3. Combining the previous corollary with the character of the regular representation yields:
(1) The multiplicity of any irreducible representation in the regular representation is equal to its dimen-

sion.
(2) Let W1, ..., Wk be a complete list of irreducible representations of G. Then every Wi appears in R(G)

and
k

∑
i=1

(dim Wi)
2 = |G|.

Proposition 2.2. Let (φ, V) be a representation of G and W be a fixed irreducible representation with character
χW . Then the projection onto the isotypical component of W in V is

PW =
dim W
|G| ∑

g∈G
χW(g)φ(g).

In particular, P = 1
|G| ∑g∈G φ(g) projects onto VG = {|v⟩ ∈ V : φ(g)|v⟩ = |v⟩ for all g ∈ G}.
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2.3. FROM FINITE AND COMPACT GROUPS

Definition 14. A topological group is a group G endowed with a topology such that group multiplication and
inversion are continuous. A compact group is a topological group that is compact, that is, every open cover of
G has a finite subcover. Closed subgroups of a compact group are also compact groups.

Definition 15. A representation (φ, V) of a topological group G on a normed, finite-dimensional vector space V
is a continuous group homomorphism φ : G −→ GL(V).

Recall that the averaging operation 1
|G| ∑g∈G over a finite group was essential for proving Maschke’s theorem,

character formulas etc.
For compact groups we can replace this discrete averaging by a suitable integral to recover many of the previ-
ous results for finite group also for compact groups.

Proposition 2.3. Let G be a compact group. There exists a unique measure dg on G, called the Haar measure,
satisfying:

(1) Invariance: for every continuous function f : G −→ C and every h ∈ G,∫
G

f (g)dg =
∫

G
f (gh)dg =

∫
G

f (hg)dg .

(2) Normalization:
∫

G 1 dg = 1.

Example 8. Every finite group with the discrete topology is a compact group, and dg = 1
|G| ,

∫
G dg ≈ 1

|G| ∑g∈G .

Example 9. The circle group T = {z ∈ C : |z| = 1} = {exp(iθ) : θ ∈ [0, 2π)} has Haar measure dg = 1
2π dθ .

Using the Haar measure, one can prove analogous statements about finite-dimensional representations of
compact groups, e.g.:

(1) Every G-invariant subspace has a G-invariant complement.
(2) Every representation decomposes as a sum of irreducible representations.
(3) Most aspects of character theory also carry over to the compact case (note however that if G is an

infinite compact group, then expressions involving |G| may no longer be valid).
The regular representation of a compact group G is defined as the Hilbert space L2(G) of square integrable
functions on G, with the action of G given by φ(g)( f )(h) = f (g−1h). If |G| = ∞, then dim L2(G) = ∞. We
have the following theorem about the decomposition of the regular representation for compact groups.

Proposition 2.4. Let G be a compact group.
(1) The linear span of all matrix coefficients of the irreducible unitary representations of G is dense in

L2(G).
(2) Every irreducible unitary representation of G is finite-dimensional.
(3) The regular representation (which has infinite dimension if G is not finite) L2(G) decomposes into a

direct sum of the irreducible unitary representations of G, each occurring with multiplicity equal to its
dimension. The matrix coefficients of the complete set of irreps form an orthonormal basis of L2(G).

Proof. See Theorem 1.12, [Kna16].

3. SCHUR-WEYL DUALITY

3.1. REPRESENTATIONS OF DIRECT PRODUCT GROUPS

Definition 16. Let G and H be groups. The direct product G × H of G and H is a group; the underlying set
is G × H = {(g, h) : g ∈ G, h ∈ H} with multiplication defined as (g1, h1) · (g2, h2) = (g1g2, h1h2) for all
g1, g2 ∈ G and h1, h2 ∈ H.

Definition 17. Let (φ, V) and (ψ, W) be representations of groups G and H respectively. Then V⊗̂W affords
the external product representation of the direct product G × H by defining (φ⊗̂ψ)(g, h) := φ(g)⊗ ψ(h), where
the notation V⊗̂W is used to distinguish it from the tensor representation V ⊗ W from Section 2.1.
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Remark.
(1) If (φ, V) and (ψ, W) are irreducible, then so is (φ⊗̂ψ, V⊗̂W).
(2) Every irreducible representation of G × H arises this way.

3.2. DOUBLE COMMUTANT THEOREM

Definition 18. Let A be a subset of an algebra C. The commutant A′ of A is the collection of all elements in C
commuting with all of cA:

A′ = {b ∈ C : ab = ba for all a ∈ A}.

For a vector space V, the algebra of operators acting on V is denoted End(V).

Lemma 3.1. Let V and W be finite-dimensional complex vector spaces. The commutant of End(V)⊗ 1W in
End(V ⊗ W) ∼= End(V)⊗ End(W) is 1W ⊗ End(W).

Proof. Set A = End(V)⊗ 1W and B = 1V ⊗ End(W). Clearly, an element 1V ⊗ b ∈ B commutes with
every element a ⊗ 1W ∈ A, and hence B ⊂ A′.
Suppose now that a ⊗ 1W ∈ A and ã ∈ A′ are arbitrary. Let dim W = n and write

a ⊗ 1W =


a 0 · · · 0
0 a · · · 0
...

. . . 0
0 0 · · · a

 and ã =


ã11 ã12 · · · ã1n
ã21 ã22 · · · ã2n
...

. . .
...

ãn1 ãn2 · · · ãnn

 .

Then

(a ⊗ 1W)ã =


aã11 aã12 · · · aã1n
aã21 aã22 · · · aã2n

...
. . .

...
aãn1 aãn2 · · · aãnn

 (1)

=


ã11a ã12a · · · ã1na
ã21a ã22a · · · ã2na

...
. . .

...
ãn1a ãn2a · · · ãnna

 (2)

= ã(a ⊗ 1W). (3)

Hence, for fixed i, j, we have [a, ãij] = 0 for all a ∈ End(V), and so ãij = λij1A for some λij ∈ C. Let
b ∈ End(W) be defined by (b)ij = λij, then ã = 1W ⊗ b ∈ 1A ⊗ End(W) = B, and thus A′ ⊂ B.

We can now the prove the double commutant theorem.

Proposition 3.2. Let (φ, V) be a representation of a finite group G with decomposition V = ⊕αVα ⊗Cnα into
pairwise inequivalent irreducible representations Vα with multiplicity nα. Let A ⊂ End(V) be the subalgebra
generated by φ, and set B = A′. Then:

(1) A ∼= ⊕α End(Vα)⊗ 1Cnα

(2) B ∼= ⊕α1Vα ⊗ End(Cnα)
(3) B′ = (A′)′ = A

Proof. Let (φα, Vα) be the irreducible representations appearing in (φ, V) and set dα = dim Vα.

(1) An application of Schur’s lemma ([Ser77], Sec 2.2) shows

E(α)
ij ⊗ 1Cnα = dα ∑

g∈G
φα(g)ij φ(g) ∈ A,
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where φα(g)ij is the (i, j)-elementary matrix in End(Vα). Since the Eα
ij is the (i, j)-elementary

matrix in End(Vα). Since the Eα
ij are a basis of End(Vα), we have

⊕α End(Vα)⊗ 1Cnα ⊂ A.

The reverse inclusion follows by the decomposition of V into isotypical components Vα ⊗ Cnα ,
and hence we have equality.

(2) First we show
B ⊂ ⊕α1Vα ⊗ End(Cnα).

Let Pα be the projection onto Vα, that is, PαA = Vα ⊗Cnα . Then every b ∈ B commutes with Pα

by definition, and hence b = 1cAb = ∑α Pαb = ∑α PαbPα = ∑α bα, where bα ∈ End(Vα ⊗ Cnα).
By the preceding lemma, bα = 1Vα ⊗ b̃α for some b̃α ∈ End(Cnα), as was to be shown. The other
inclusion holds since for bα ∈ End(Cnα), ⊕α1Vα ⊗ bα commutes with any ⊕αaα ⊗ 1Cnα ∈ A.

(3) This follows by a similar argument to (2).

3.3. SCHUR-WEYL DUALITY

We now focus on the following two groups:
• the symmetric group Sn, which is the set of bijections from {1, ..., n} to itself.
• the unitary group Ud = {U ∈ L(Cd) : U†U = UU† = 1d }.

The symmetric group has a representation on (Cd)⊗n with the action of π ∈ Sn given by the map φ defined on
a basis of (Cd)⊗n as:

φ(π)(|ψ1⟩ ⊗ · · · ⊗ |ψn⟩) = |ψπ−1(1)⟩ ⊗ · · · ⊗ |ψπ−1(n)⟩.

The unitary group also has a representation on (Cd)⊗n with the action of U ∈ Ud given by the map ω defined
on a basis of (Cd)⊗n as:

ω(U)(|ψ1⟩ ⊗ · · · ⊗ |ψn⟩) = |ψπ−1(1)⟩ ⊗ · · · ⊗ |ψπ−1(n)⟩.

Definition 19. The symmetric subspace Symn(V), also called the n-th symmetric power of V, is the subspace

Symn(V) = (V⊗n)Sn = {|v⟩ ∈ V⊗n : φ(π)|v⟩ = |v⟩ for all π ∈ Sn}.

With P = 1
n! ∑π∈Sn φ(π), we have Symn(V) = PV⊗n.

Lemma 3.3. Symn(V) = span{|v⟩⊗n : |v⟩ ∈ V}.

Proof. Let {|ei⟩}d
i=1 be an orthonormal basis for V, with d = dim V. By definition Symn(V) is spanned

by the vectors

|vi1···in⟩ : = ∑
π∈Sn

φ(π)(|ei1⟩ ⊗ · · · ⊗ |ein⟩) (4)

= ∑
π∈Sn

|ei
π−1(1)

⟩ ⊗ · · · ⊗ |ei
π−1(n)

⟩ (5)

for indices ij ∈ {1, ..., d} j = 1, ..., n. This proves span{|v⟩⊗n : |v⟩ ∈ V} ∈ Symn(V).
To show the other inclusion, we rewrite the vectors |vi1···in⟩ using derivatives as

|vi1···in⟩ = ∂λ2 · · · ∂λn(|ei1⟩+
n

∑
j=2

λj|eij⟩)
⊗n
∣∣∣
λ2=···=λn=0

.

Using the definition of the derivative, we have

∂λj(|e1⟩+ λj|ej⟩)⊗n
∣∣∣
λj=0

= lim
λj−→0

(|e1⟩+ λj|ej⟩)|⊗n⟩ − |e1⟩⊗n

λj
.

The |vi1···in⟩ are limits of elements in W = span{|v⟩⊗n : |v⟩ ∈ V}, and since W is finite-dimensional
and thus closed in Symn(V), we have |vi1···in⟩ ∈ W for all indices i1, ..., in. It follows that Symn(V) ⊂
W.
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Corollary 4. Let C ∈ End(V⊗n) be such that φ(π) ⊂ φ(π)† = C for all π ∈ Sn. Then C ∈ span{X⊗n : X ∈
End(V)}.

Proof. Let W = End(V⊗n) ∼= End(V)⊗n and let {|ei⟩}d
i=1 be a fixed basis of V. Consider the basis

{Eij}d
i,j=1 of End(V), where Eij : |ek⟩ 7→ δjk|ei⟩. Denote by φ : Sn −→ GL(V⊗n) then tensor rep-

resentation of Sn on V⊗n and by φ̃ : Sn −→ GL(W) the analogous tensor representation of Sn on
W = End(V)⊗n. Then φ̃(π) acting on X ∈ End(V⊗n) has the matrix representation φ(π)Xφ(π)−1.
The claim then follows from the preceding lemma applied to (φ̃, W).

In what follows we view ω : X 7→ X⊗n as a representation of GL(V) = {X ∈ End(V) : X is invertible}.

Proposition 3.4. A representation of Ud (d = dim V) is irreducible if and only if the corresponding represen-
tation of GL(V) is irreducible.

Proof. For a proof, see [Alc18].

Proposition 3.5. Sn and GL(V) span each other’s commutants in End(V⊗n).

Proof. Let A ⊂ End(V⊗n) be the subalgebra generated by φ(π), π ∈ Sn and let B ⊂ End(V⊗n) be the
subalgebra generated by ω(g), g ∈ GL(V). Since φ(π) and ω(U) commute for all π ∈ Sn, U ∈ Ud, we
have B ⊂ A′. The previous corollary shows that A′ = span{X⊗n : X ∈ End(V)}. Let X ∈ End(V),
then X + t1 is invertible for all but finitely many t, and so (X + t1)⊗n ∈ B for all but finitely many t.
But (X + t1)⊗n is a polynomial in t of degree n, and by Lagrange’s interpolation theorem determined
by any n + 1 distinct points. Hence, (X + t1)⊗n ∈ B for all t, in particular for t = 0. It follows that
A′ = span{X⊗n : X ∈ End(V)} ∈ B, hence A′ = B. The Double Commutant theorem now implies
B′ = A, which concludes the proof.

Proposition 3.6. Let V = Cd and (φ, V⊗n) and (ω, V⊗) be the tensor representations of Sn and GL(V) defined
above. As a representation of Sn × GL(V), the space V⊗n decomposes as

V⊗n =
⊕

λ

Vλ ⊗ Uλ,

where (φλ, Vλ) and (ωλ, Uλ) are inequivalent irreducible representations of Sn and GL(V) respectively and

φ(π) =
⊕

λ

φλ(π)⊗ 1Uλ
for π ∈ Sn (6)

ω(g) =
⊕

λ

1Vλ
⊗ ωλ(g) for g ∈ GL(V). (7)

The same assertion holds when GL(V) is replaced with Ud.

Proof. The decomposition of V⊗n follows from the Double Commutant Theorem and the fact that
Sn and GL(V) span each other’s commutant. It remains to show that Uλ

∼= HomSn(Vλ, V⊗n) is an
irreducible representation of GL(V) (or Ud). By Schur’s lemma, this is equivalent to showing that

EndGL(V)(Uλ) := HomGL(V)(Uλ, Uλ) ∼= C.

We have Z(End(Uλ)) ∼= C. Schur’s lemma and the above decomposition show that

EndSn(V
⊗n) ∼= ⊕λ End(Uλ) (8)

EndGL(V)×Sn(V
⊗n) ∼= ⊕λ EndGL(V)(Uλ). (9)

Since EndSn(V
⊗n) = span{X⊗n : X ∈ GL(V)}, we have

EndGL(V)×Sn(V
⊗n) ⊂ Z(EndSn(V

⊗n)),

and hence also EndGL(V)(V⊗n) ⊂ Z(End(Uλ)) ∼= C.
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Summary. Schur-Weyl duality says that
V⊗n ∼=

⊕
λ

Vλ ⊗ Uλ

as a representation of Sn × Ud, with Vλ and Uλ being irreps of Sn and Ud respectively.
The next chapter is a discussion of the index λ and the irreps Vλ, Uλ.

4. IRREPS OF SYMMETRIC AND UNITARY GROUPS

4.1. MINIMAL PROJECTIONS AND IRREDUCIBLE REPRESENTATIONS

Recall that for a given finite group G, the group algebra C[G] was defined as the C-vector space with basis
{|g⟩}g∈G and multiplication (

∑
g∈G

cg|g⟩
)
·

∑
[

h ∈ G]dh|h⟩

 = ∑
g,h∈G

cgdh|gh⟩.

Definition 20. A projection in C[G] is an element p ∈ C[G] with p2 = p. A non-zero projection p is called
minimal, if there are no non-zero projections q, r such that p = q + r. Two projections p and q are equivalent if
there are invertible elements x, y ∈ C[G] such that xpy = q, and disjoint if pzq = 0 for all z ∈ C[G].

Definition 21. A central projection in C[G] is a projection in Z(C[G]) = {x ∈ C[G] : xy = yx for all y ∈ C[G]}.
A non-zero central projection is called minimal if it cannot be written as a sum of non-zero central projections.

Proposition 4.1. Let G be a finite group with group algebra A = C[G]. Irreducible representations of G are in
one-to-one correspondence with:

• equivalence classes of minimal projections in cA.
• minimal central projections in A.

Let (φα, Vα) be an irreducible representation of G with character χα(g) = tr φα(g). Then

Pα =
dim Vα

|G| χα

is the minimal central projection corresponding to (ϕα, Vα).

Proof idea. Use the fact that C[G] ∼= ⊕α End(Cdα), where α runs through the irreducible representa-
tions, and that the centre End(Cdα) is 1-dimensional and spanned by χα.

Corollary 5. Let (φ, V) be a representation of a finite group G with isotypical decomposition V ∼= ⊕αVα and
Vα = Wα ⊕ · · · ⊕ Wα for inequivalent irreducible representations Wα of G. Let χα be the character of Wα. Then

πα =
dim Wα

|G| ∑
g∈G

χα(g)φ(g)

projects onto the isotypical component Vα of V.

4.2. CONJUGACY CLASSES OF THE SYMMETRIC GROUP

Recall from character theory that for a finite group G, the number of irreducible representations of G is equal
to the number of conjugacy classes of G.
The relation ∼ on G defined as: g ∼ h if and only if there exists s ∈ G such that g = shs−1 is an equivalence
relation. The equivalence classes C1, ..., Ck are called conjugacy classes and these form a partition of G, so G =
⊔k

i=1Ci.
Facts about permutations:

(1) Every permutation π ∈ Sn can be written uniquely as a product of disjoint cycles, e.g., π = (13)(2)(465) ∈
S6. The cycle type of a permutation π ∈ Sn is the tuple of cycle lengths in non-increasing order. For
example π = (14)(236)(58)(7) has cycle type (3, 2, 2, 1).
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(2) Cycle types (λ1, ..., λd) of a permutation π ∈ Sn form an ordered partition of n: λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0
and ∑d

i=1 λi = n.
We use the notation λ ⊢d n for an ordered partition of n into at most d parts.
Note: If d < n then not all possible partitions or cycle types appear.

(3) Two permutations π, π′ are conjugate iff they have the same cycle type: let (i1, ..., ik) be a cycle of length
k and σ ∈ Sn be arbitrary (k ≤ n), then σ(i1, ..., ik)σ−1 = (σ(i1), ..., σ(ik)).

(4) It follows from (1)− (3) above that the conjugacy classes of Sn, and hence its irreducible representa-
tions, are indexed by the ordered partitions of n into n parts.

4.3. CONSTRUCTING THE IRREPS OF Sn AND Ud

Irreducible representations of Sn are in bijection with ordered partitions of n.

Definition 22. Let λ ⊢d n be a partition of n into at most d parts. The Young diagram corresponding to λ ⊢d n
is an arrangement of n boxes into d rows such that the i-th row has length λi.

For example λ = (3, 2, 2, 1) ⊢4 8 has Young diagram:

.

A Young tableau is a Young diagram where boxes are labeled with numbers {1, ..., N} where N ̸= n in general.
A standard Young tableau is a Young tableau with N = n where the labels are increasing along rows (left to
right) and along columns (top to bottom).
A semistandard Young tableau is a Young tableau whose labels are non-decreasing along rows and increasing
along columns.

Example 10. Standard Young tableaux:

1 2 3

4 5

1 2 4

3 5

1 2 5

3 4

1 3 4

2 5

1 3 5

2 4

Semistandard Young tableaux with numbering {1, 2}:

1 1 1

2 2

1 1 2

2 2

Schur-Weyl duality gives (
Cd
)⊗n

=
⊕

λ⊢dn

Vλ ⊗ Uλ,

where
• the irrep Vλ of Sn has an orthonormal basis index by the set of standard Young tableaux of shape λ ⊢d n.
• the irrep Uλ of Ud has an orthonormal basis indexed by the set of semistandard Young tableaux of

shape λ ⊢d n and numbering {1, ..., d}.
Recall that every permutation π ∈ Sn can be written as a product of at most n − 1 transpositions (jk) with
1 ≤ j < k ≤ n.

Definition 23. Write π = τ1 · · · τk ∈ Sn for transpositions τi. The sign of π is defined as sgn(π) = (−1)k.

Let T be a standard Young tableau of shape λ ⊢d n. Define two subgroups RT , CT of Sn as

RT := {π ∈ Sn : π permutes integers within rows of T}

CT := {π ∈ Sn : π permutes integers within columns of T}.
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Example 11. The table below lists standard Young tableau T of shape λ ⊢3 6 and the corresponding groups
RT , CT .

T 1 2 3 1 2

3

1 3

2

1

2

3

RT S3 {e, (12)(3)} ∼= S2 {e, (13)(2)} ∼= S2 {e} ∼= S1

CT {e} ∼= S1 {e, (13)(2)} ∼= S2 {e, (12)(3)} ∼= S2 S3

We define two elements in C[Sn]:

rT := ∑
π∈RT

π cT := ∑
π∈CT

sgn(π)π.

Definition 24. For given standard Young tableaux T of shape λ ⊢ n, the Young symmetrizer eT is defined as
eT := rTcT .

Example 12. For λ = (n) ⊢ n, we have cT = {e}, RT = Sn and eT = ∑π∈Sn π. For λ = (1, ..., 1), we have
eT = ∑π∈Sn sgn(π)π.

Proposition 4.2. Let T be a Young tableau of shape λ ⊢ n, and let eT be the corresponding Young symmetrizer.
Then fT := dλ

n! eT is the minimal projection in C[Sn] corresponding to the irreducible representation Vλ of Sn,
that is, Vλ

∼= C[Sn]eT . Here,

dλ := dim Vλ
n!

∏(i,j)∈λ h(i, j)

where for a box (i, j) in row i and column j of λ we define the hook length

h(i, j) = number of boxes to the right of (i, j) (10)

+ number of boxes below (i, j) (11)

+ 1. (12)

The Vλ are called Specht modules. Every irreducible representation of Sn is isomorphic to a Specht module Vλ

for some λ ⊢ n, and Vλ ≇ Vλ′ for λ ̸= λ′.

Proof. See [Chr06] or [Alc18].

Example 13. For the Young diagram λ given by

,

the hook length of the box at (1, 2) is h(1, 2) = 3 + 2 + 1 = 6. The dimension of the corresponding irreducible
representation Vλ is dλ = 10!

8·6·3·2·4·2·3 = 25 · 21 = 525.

Proposition 4.3. Let |v⟩ ∈ V⊗n, and for a standard Young tableau T of shape λ ⊢ n. Consider the Young
symmetrizer eT . Let p be the number of parts of the partition λ (or the number of non-zero rows of the Young
diagram λ).

• If p ≤ d = dim V, then C[Sn]eT |v⟩ is an irreducible representation of Sn isomorphic to the Specht
module Vλ.

• If p ≤ d, then eTV⊗n is an irreducible representation of GL(V) (or Ud) on V⊗n. These are inequivalent
Young tableaux of different shape.
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• Using the above, we have the Schur-Weyl decomposition of V⊗n with d = dim V as an Sn × Ud repre-
sentation:

V⊗n =
⊕

λ⊢dn

Vλ ⊗ Uλ.

Proof. See [Chr06].

The dimensions of Vλ and Uλ are given by:

dλ = dim Vλ =
n!

∏(i,j)∈λ h(i, j)

mλ = dim Uλ = ∏
1≤i<j≤d

λi − λj + j − i
j − i

.

The Schur-Weyl decomposition shows that

dn = ∑
λ⊢dn

dλmλ.

Example 14. If λ is the Young diagram

then
dλ = 525

and
mλ =

3 + 1
1

· 3 + 2
2

· 4 + 3
3

· 0 + 1
1

· 1 + 2
2

· 1 + 1
1

= 70.

5. MATHEMATICS OF FINITE DIMENSIONAL QUANTUM INFORMATION THEORY

5.1. QUANTUM SYSTEMS AND QUANTUM STATES

A quantum system is a physical system with one or more quantum-mechanical degrees of freedom that are
either discrete or continuous:

• position and momentum of a particle
• spin of a particle (e.g. spin along z-axis of an electron)
• polarization of a photon

The motivating example we will use is that of the spin of an electron. There are two possible “basis states”:
spin up (↑) and spin down (↓). Each of these is assigned a vector in the state space C2:

|↑⟩ =
(

1
0

)
|↓⟩ =

(
0
1

)
.

The superposition principle states that a quantum state can be prepared in a state |ψ⟩ = α|↑⟩ + β|↓⟩, where
α, β ∈ C satisfy |α|2 + |β|2 = 1. The probabilities of finding electron in spin-up or spin-down are given Pr(↑
) = | ⟨↑ |ψ⟩ |2 = |α|2 and Pr(↓) = | ⟨↓ |ψ⟩ |2 = |β|2.
More formally:

(1) The state space describing a quantum system is given by a Hilbert space, a complex inner-product space
that is complete. We restrict our attention to finite-dimensional Hilbert spaces H = Cd.

(2) Observable quantities are represented by Hermitian operators A ∈ {X ∈ L(H) : X† = X}. The real
eigenvalues of A can be measured in an experiment.

(3) A state of a quantum system assigns an expectation value to observables, that is, it describes the ex-
pected measurement statistics of an observable in a quantum system.
We identify states with density operators ρ ∈ L(H) satisfying:
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• positivity: ρ ≥ 0, i.e., ⟨φ|ρ|φ⟩ ≥ 0 for all |φ⟩ ∈ H.
• normalization: tr ρ = 1.

The expectation of an observable A w.r.t. a state ρ is given by

⟨φ|ρ|φ⟩ .

The set of density matrices of a finite-dimensional Hilbert space is convex and compact. That is, if ρi
are density matrices and λi probabilities then ρ = ∑i λiρi is also a density matrix.

(4) A pure state is an extreme point in the convex set of density matrices, that is, it cannot be written non-
trivially as ρ = ∑i λiρi. A pure density matrix has rank 1 and can be written as a projector ρ = |ψ⟩⟨psi|
for some vector |ψ⟩ ∈ H with ⟨ψ|ψ⟩ = 1, or equivalently, tr ρ = 1. |ψ⟩ is also often called a pure state
or state state vector. A density matrix (state) that is not pure is called mixed.

(5) A collection of state vectors {|ψi⟩}i with probabilities {pi}i is called a pure state ensemble for a mixed
state ρ if

ρ = ∑
i

pi|ψi⟩⟨ψi|.

Every mixed state has infinitely many pure-state ensembles realizing it. Every quantum state ρ has a
spectral decomposition; one can write ρ = ∑i λi|vi⟩⟨vi|, where λi are the eigenvalues of ρ and {|vi⟩}i is an
orthonormal basis of eigenvectors of ρ: ρ|vi⟩ = λi|vi⟩.

(6) Because ρ ≥ 0 and tr ρ = 1, we have λi ≥ 0 and ∑i λi = 1. Hence, the eigenvalues of a density matrix
form a probability distribution, thus generalizing ”classical” states.

5.2. MEASUREMENTS

Definition 25. Let A be an observable on a quantum system H in the state ρ. Consider the spectral decompo-
sition

A = ∑
α

xαPα

where xα are the eigenvalues of A and Pα are the orthogonal projectors onto the corresponding eigenspaces.
They satisfy:

(1) Pα ≥ 0, in particular P†
α = Pα.

(2) PαPβ = δαβPα

(3) ∑α Pα = 1.
{Pα}α is called a projective measurement, that gives the value xα with probability p[α] = tr(ρPα).

For the pα to be probabilities, we only need (1) and (2) above.

Definition 26. A collection of operators {Ek}k with Ek ≥ 0 and ∑k Ek = 1 is called a positive operator-valued
measure (POVM). The Ek are often called effect operators. The outcome “k” is obtained with probability pk =
tr(ρEk).

5.3. COMPOSITE SYSTEMS AND ENTANGLEMENT

Consider two quantum systems A and B with associated Hilbert spaces HA and HB. The joint system AB is
described by the tensor product HAB = HA ⊗HB. A density matrix ρAB for the joint system lies in L(HA ⊗
HB), which is isomorphic to L(HA)⊗L(HB).
The marginal state ρA of a bipartite state ρAB is defined via

tr(ρAB(XA ⊗ 1B)) = tr(ρAXA) (13)

for all XA ∈ L(HA). This uniquely defines a linear map trB : L(HAB) −→ L(HA) called the partial trace. If
{|ei⟩B}i=1 is an orthonormal basis for HB, then

trB XAB =
dim B

∑
i=1

(1A ⊗ ⟨ei|B)XAB(1A ⊗ |ei⟩B).

Equation 13 shows that the marginal ρA describes the effective state of system A when doing a local measure-
ment.
We distinguish between types of correlations between A and B:
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(1) Product states: ρAB = ωA ⊗ σB for states ωA and σB. In a product state any local measurements do not
depend on the other system, hence A and B are completely uncorrelated.

(2) Separable states: ρAB = ∑i piω
(i)
A ⊗ σ

(i)
B for states

(
ω
(i)
A

)
and

(
σ
(i)
B

)
and a probability distribution (pi)i.

Separable states describe classical correlation between A and B corresponding to the index i. Condi-
tioned on this value i, the state ω

(i)
A ⊗ σ

(i)
B is uncorrelated.

(3) Entangled states are states that are not separable. They describe quantum correlations.

Example 15. Let {|0⟩, |1⟩} be a basis for C2 and consider |Φ+⟩ = 1√
2
(|0⟩A ⊗ |0⟩B + |1⟩A ⊗ |1⟩B) is called EPR

state, Bell state or maximally entangled state.

Φ+ = |Φ+⟩⟨Φ+| = 1
2


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


is not separable.

Note that a pure separable state is automatically a product state.
It is NP-hard to decide where a given mixed state is separable. However for pure states there is an efficient
criterion based on the singular value decomposition.

Proposition 5.1. Let |ψ⟩AB be a pure bipartite quantum state. Then there are sets of orthonormal vectors
{|ei⟩A}r

i=1 and {| f j⟩B}
r
j=1 and strictly positive real numbers (λi)

r
i=1 such that

|ψ⟩AB =
r

∑
i=1

√
λi|ei⟩A ⊗ | fi⟩B.

The Schmidt coefficients (λi)
r
i=1 satisfy ∑r

i=1 λi = 1, and are unique up to reordering. The integer r is called the
Schmidt rank of |ψ⟩AB.
|ψ⟩AB is entangled iff r > 1. The marginals of |ψ⟩AB are given by

ρA = trB ψAB =
r

∑
i=1

λi|ei⟩⟨ei|A

ρB = trA ψAB =
r

∑
i=1

λi| fi⟩⟨ fi|B.

These are spectral decompositions, that is ρA and ρB have the same spectrum given by the Schmidt coefficients,
and the Schmidt vectors {|ei⟩A} and {| f j⟩B} can be completed to eigenbases of ρA and ρB respectively.

Proof sketch. Consider orthonormal bases {|vi⟩A}
|A|
i=1 and {|wj⟩B}

|B|
j=1, and expand |ψ⟩AB = ∑i,j xi,j|vi⟩A ⊗

|wj⟩B. All claims now follow from the singular value decomposition of the matrix X with coefficients
xi,j.

Definition 27. Let ρA be a mixed quantum state. Any state |ψ⟩AR ∈ HA ⊗HR satisfying trR ψAR = ρA where
HR is some auxiliary Hilbert space, is called a purification of ρA.

Proposition 5.2. Let ρA be a mixed quantum state.
(1) A purification of ρ exists on HA ⊗HR where dimHR ≥ rank ρA.
(2) Let |ψ⟩AR1

and |φ⟩AR2
be two purifications of ρA, and without loss of generality assume dimHR1 ≤

dimHR2 . Then there exists an isometry V : HR1 −→ HR2 such that |φ⟩AR2
= (1A ⊗ V) |ψ⟩AR1

.

Proof. (1) Consider a spectral decomposition ρA = ∑n
i=1 λi|vi⟩⟨vi|A, where λi > 0 such that r =

rank ρA. Take HR = Cr with orthonormal basis {|wi⟩R}r
i=1, then |ψ⟩AR := ∑r

i=1
√

λi|vi⟩A ⊗ |wi⟩R
is the desired purification.

(2) This follows from the Schmidt decomposition.
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5.4. DISTANCE MEASURES

Approximations are quantified using measures of how close quantum states are. There are many such mea-
sures of closeness; here we focus on two: fidelity and trace norm.

Definition 28. The trace norm of a linear operator X ∈ L(H) is

∥X∥1 = tr
√

X†X =
d

∑
i=1

Si(X),

where d = dimH and Si(X) are the singular values of X.

This defines a norm (in the usual sense) on L(H). In the special case when X is Hermitian with real eigenvalues
λi, we have ∥X∥1 = ∑d

i |λi|.

Definition 29. Let ρ and σ be quantum states on H. Then their trace distance is defined as D(ρ, σ) := 1
2∥ρ − σ∥1.

Properties of the trace distance.
(1) D(·, ·) is a metric, that is, it is non-negative, symmetric and satisfies the triangle inequality.
(2) 0 ≤ D(ρ, σ) ≤ 1 and D(ρ, σ) = 0 iff ρ = σ. With supp X := (ker X)⊥, we also have D(ρ, σ) = 1 iff

supp ρ ⊥ supp σ.
(3) D(ρ, σ) = D(UρU†, UσU†) for all unitaries U and D(ρA, σA) ≤ D(ρAB, σAB).
(4) D(ρ, σ) = sup{tr[P(ρ − σ)] : P ≥ 0 and 1− P ≥ 0}.
(5) D(ρ, σ) is related to the maximum probability of distinguishing ρ and σ.

Definition 30. The fidelity F(ρ, σ) of quantum states ρ and σ is defined as

F(ρ, σ) =
∥∥√ρ

√
σ
∥∥

1 = tr
(

σ
1
2 · ρ · σ

1
2

) 1
2 .

Properties of the fidelity.
(1) 0 ≤ F(ρ, σ) ≤ 1 and F(ρ, σ) = 1 iff ρ = σ and F(ρ, σ) = 0 iff supp ρ ⊥ supp σ.
(2) F(ρ, σ) = F(σ, ρ), but F is not a metric.
(3) F(ρ, σ) = F(UρU†, UσU†) for all unitaries U, and F(ρAB, σAB) ≤ F(ρA, σA).
(4) F(·, ·) is jointly concave: F(∑i piρi, ∑i piσi) ≥ ∑i piF(ρi, σi).
(5) For pure states |ψ⟩ and |φ⟩, F(ψ, φ) = | ⟨ψ|φ⟩ |.
(6) Uhlmann’s theorem:

F(ρ, σ) = max{| ⟨ψρ|φσ ⟩ | : |ψρ⟩ purifies ρ, |φσ⟩ purifies σ}.

Proposition 5.3 (Fuchs-van de Graaf inequalities). For any two quantum states ρ and σ,

1 − F(ρ, σ) ≤ D(ρ, σ) ≤
√

1 − F(ρ, σ)2.

6. INVARIANT STATES

Detecting entanglement in arbitrary bipartite quantum systems is NP-hard. This is easier in the presence of
symmetries.

6.1. WERNER STATES

Definition 31. Let HA = HB ∼= Cd be d-dimensional Hilbert spaces d ≥ 2. A quantum state ρAB on HA ⊗HB
is called a Werner state if

(U ⊗ U)ρAB(U ⊗ U)† = ρAB

for all U ∈ Ud.
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Recall that Schur-Weyl duality gives a decomposition(
Cd
)⊗n

=
⊕

λ⊢dn

Vλ ⊗ Wλ,

where
• the irrep Vλ of Sn has an orthonormal basis index by the set of standard Young tableaux of shape λ ⊢d n,

and
dim Vλ = dλ =

n!
∏(i,j)∈λ h(i, j)

.

• the irrep Wλ of Ud has an orthonormal basis indexed by the set of semistandard Young tableaux of
shape λ ⊢d n and numbering {1, ..., d}, and

dim Wλ = mλ = ∏
1≤i<j≤d

λi − λj + j − i
j − i

.

If n = 2, there are only two partitions of 2: 2 = 2 + 0 and 2 = 1 + 1, with corresponding Young diagrams

and

respectively. The dimension of the corresponding irreducible representations V(2,0) and V(1,1) of S2 is 1, so
Schur-Weyl duality in this case becomes (

Cd
)⊗2

= W(2,0) ⊕ W(1,1).

The representation space W(2,0) is the symmetric subspace Sym2(Cd) = {|v⟩ ∈ (Cd)⊗2 : F|v⟩ = |v⟩} where F
is the swap operator. The dimension of W(2,0) = Sym2(|Cd) is m(2,0) = dim Sym2(Cd) = d(d+1)

2 .
The representation space W(1,1) is the antisymmetric subspace Alt2(Cd) = {|v⟩ ∈ (Cd)⊗2 : F|v⟩ = −|v⟩}, and

it has dimension m(1,1) = dim Alt2(Cd) = d(d−1)
2 .

Using Schur’s lemma and (U ⊗ U)ρAB(U ⊗ U)† = ρAB gives

ρAB = c(2,0)1W(2,0)
⊕ c(1,1)1W(1,1)

for some c(2,0), c(1,1) ≥ 0 with

1 = c(2,0)
d(d + 1)

2
+ c(1,1)

d(d − 1)
2

.

The Young symmetrizers for (2, 0) and (1, 1) are given by

e(2,0) = 1+ F, e(1,1) = 1− F

and hence we have the projectors

P(2,0) =
1
2
(1+ F) onto V(2,0) ⊗ W(2,0) = W(2,0)

P(1,1) =
1
2
(1− F) onto V(1,1) ⊗ W(1,1) = W(1,1)

with tr P(2,0) =
d(d+1)

2 and tr P(1,1) =
d(d−1)

2 .

Proposition 6.1. A Werner state has the form ρAB = x 2
d(d+1)P(2,0) + (1 − x) 2

d(d−1)P(1,1) where x ∈ [0, 1] and

P(2,0) =
1
2 (1+ F), P(1,1) =

1
2 (1− F).

Proof. The claim follows from tr P(2,0) = dim W(2,0) =
d(d+1)

2 and tr P(1,1) = dim W(1,1) =
d(d−1)

2 .
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A Werner state ρAB has an alternative parametrization using the visibility α, which is defined by α = tr(ρABF):

ρAB =
1

d(d2 − 1)
[(d − α)1+ (dα − 1)F] .

Definition 32. For X ∈ L(Cd ⊗Cd) we define the twirling operation

T (X) =
∫

Ud

dU (U ⊗ U)X(U ⊗ U)†,

where dU denotes the Haar measure on Ud.

Proposition 6.2. Properties of Werner states:
(1) Every Werner state is invariant under T .
(2) Let ρAB be an arbitrary state. Then T (ρAB) is a Werner state of visibility α = tr(FρAB).

Proof. (1) If (U ⊗ U)ρAB(U ⊗ U)† = ρAB for all U ∈ Ud, then

T (ρAB) =
∫

Ud

dU (U ⊗ U)ρAB(U ⊗ U)† (14)

=
∫

Ud

dU ρAB (15)

= ρAB, (16)

by normalization of the Haar measure.
(2) We compute:

(U ⊗ U)T (ρAB)(U ⊗ U)† = (U ⊗ U)

[∫
Ud

dV (V ⊗ V)ρAB(V ⊗ V)†
]
(U ⊗ U)† (17)

=
∫

Ud

dV (UV ⊗ UV)ρAB(UV ⊗ UV)† (18)

= T (ρAB), (19)

by left invariance of the Haar measure. Hence T (ρAB) is a Werner state of visibility

α = tr(T (ρAB)1) (20)

=
∫

Ud

dU tr
[
(U ⊗ U)ρAB(U ⊗ U)†F

]
(21)

=
∫

Ud

dU tr
[
ρAB(U ⊗ U)†F(U ⊗ U)

]
(22)

= tr(ρABF) using (U ⊗ U)†F(U ⊗ U) = F for all U. (23)

Lemma 6.3. Let σAB be a separable state. Then T (σAB) is separable as well, and tr(T (σABF)) ≥ 0.

Proof. If σAB is separable, that is, σAB = ∑i piσ
(i)
A ⊗ σ

(i)
B , then clearly (U ⊗ U)σAB(U ⊗ U)† is sepa-

rable for all U ∈ Ud, and a suitable approximation of the Haar integral using Riemann sums shows
that T (σAB) =

∫
Ud

dU (U ⊗ U)σAB(U ⊗ U)† is a limit of a convex combination of separable states
and hence is itself separable. For a product state ρA ⊗ χB, it can be shown that tr((ρA ⊗ χB)F) =
tr(ρA · χB) ≥ 0, since ρA, χB ≥ 0. Hence,

tr(σABFAB) = ∑
i

pi tr
[
(σ

(i)
A ⊗ σ

(i)
B )F

]
≥ 0.

Remark. (1) The identity
tr [(XA ⊗ YB)F] = tr(XAYB)

is often called the “swap trick.”
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(2) Let α ∈ [0, 1] be arbitrary, and set |φ⟩ =
√

α|0⟩+
√

1 − α|1⟩ for some orthonormal |0⟩, |1⟩ ∈ Cd. Then

tr [(φA ⊗ |0⟩⟨0|B)F] = tr(|φ⟩⟨φ|A|0⟩⟨0|A) = | ⟨φ|0⟩ |2 = α,

and hence T (φA ⊗ |0⟩⟨0|B) is a separable Werner state of visibility α.

We now show that every Werner state ρAB with tr(ρABF) < 0 is entangled. To this end, we will employ a
useful criterion for entanglement based on the partial transpose

ϑB := idA ⊗ϑ,

where ϑ : X 7→ XT denotes the transpose. On product operators, we have ϑB(XA ⊗ YB) = XA ⊗ YT
B .

Proposition 6.4 (PPT criterion.). For every separable state σAB, ϑB(σAB) ≥ 0. Hence, if ϑB(ρAB) has a negative
eigenvalue, then ρAB is entangled.

Proof. Let σAB = ∑i piσ
(i)
A ⊗ σ

(i)
B be separable. Since ϑB is linear and X is positive semidefinite iff XT

is positive semidefinite, we have

ϑB(σAB) = ∑
i

piσ
(i)
A ⊗

(
σ
(i)
B

)T
≥ 0,

as a convex combination of positive semidefinite operators.

Lemma 6.5. A Werner state ρAB is entangled if tr(ρABF) < 0.

Proof. We can parametrize ρAB with α = tr(ρABF) < 0 as

ρAB =
1

d(d2 − 1)
[(d − α)1+ (dα − 1)F] .

We also have ϑB(1AB) = 1AB, and fixing an orthonormal basis {|i⟩}d
i=1 of Cd we can write

FAB =
d

∑
i,j=1

|i⟩⟨j|A ⊗ |j⟩⟨i|B,

and hence

ϑB(FAB) =
d

∑
i,j=1

|i⟩⟨j|A ⊗ (|j⟩⟨i|B)
T (24)

=
d

∑
i,j=1

|i⟩⟨j|A ⊗ |i⟩⟨j|B (25)

= d|Φ+⟩⟨Φ+|AB (26)

with |Φ+⟩ = 1√
d ∑d

i=1 |i⟩A|i⟩B is a maximally entangled state. Then ϑB(ρAB) ∝ (d − α)1+ d(dα −
1)|Φ+⟩⟨Φ+|. Write XAB for the operator on the right side of this equation. Let PAB be the projection
onto span{|Φ+⟩}⊥, then

1AB = |Φ+⟩⟨Φ+|AB + P,

and hence XAB has eigenvalues λ1 = d − α + d2α − d = α(d2 − 1), λ2 = d − α. For α < 0, we have
λ1 = α(d2 − 1) < 0, since d ≥ 2.

The following proposition summarizes what we have proved so far.
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Proposition 6.6. A Werner state ρAB is entangled iff tr(ρABF) < 0.

The PPT criterion is generally only a necessary criterion for separability. There are entangled states ρAB with
ϑV(ρAB) ≥ 0; these are called “bound entangled” states.
However, the PPT criterion is also sufficient in some special cases:

(1) A Werner state is separable iff it is PPT.
(2) Let A, B be two systems with dim A · dim B ≤ 6. Then a state is separable iff it is PPT.
(3) This result can be generalized to some low-rank states in higher dimensions.

We can generalize Werner states to the multipartite setting: Let HAi = Cd for i = 1, ..., n. A state ρA1···An is
called a multipartite Werner state if

U⊗nρA1···An(U
†)⊗n = ρA1···An

for all U ∈ Ud.
Schur-Weyl duality for multipartite Werner states. Let A = span{U⊗n : U ∈ Ud} and B = span{Qπ : π ∈
Sn}, where Qπ := φ(π) where φ(π) denotes the action of Sn. Then

U⊗nρA1···An(U
†)⊗n = ρA1···An

for all U ∈ Ud implies
ρA1···An ∈ A′ = B,

and thus
ρA1···An = ∑

π∈Sn

cπQπ

for some cπ ∈ C.
In the n = 2 case, we had ρA1 A2 = α1+ βF. This expression for ρA1···An may not always be useful since the Qπ

are not always positive semi-definite.
Alternatively, one can consider the decomposition

(Cd)⊗n ∼=
⊕

λ⊢dn

Vλ ⊗ Wλ.

Using Schur’s lemma, U⊗n-invariance forces ρA1···An to be a scalar multiple of the identity 1Wλ
on Wλ. Thus

ρA1···An =
⊕

λ⊢dn

xλρλ ⊗ 1
mλ1Wλ

where (xλ)λ⊢dn is a probability distribution, ρλ is a quantum state on Vλ for λ ⊢d n, and mλ = dim Wλ.
If in addition ρA1···An is symmetric, that is, QπρA1···An Q†

π = ρA1···An for all π ∈ Sn, then

ρA1···An =
⊕

λ⊢dn

xλ
1

dλ
1Vλ

⊗ 1
mλ

1Wλ
= ∑

λ⊢dn
xλρλ,

where ρλ = 1
dλmλ

Pλ and Pλ is the projector onto Vλ ⊗ Wλ.

6.2. ISOTROPIC STATES

A state ρAB on systems AB with HA ∼= HB ∼= Cd is called isotropic if (U ⊗ U)ρAB(U ⊗ U)† = ρAB for all
U ∈ Ud.
Clearly (U ⊗ U)1AB(U ⊗ U)† = 1AB for all U ∈ Ud as well. Using ϑB(Φ+

AB) = 1
dFAB, Schur-Weyl duality

shows:

Proposition 6.7. An isotropic state ρAB can be written as ρAB = (1− x)|Φ+⟩⟨Φ+|AB + x 1
d21AB for x ∈

[
0, d2

d2−1

]
.

Since trB φAB = 1
d1A, we have

ρAB = (1 − x)Φ+
AB + x

1
d21A ⊗ 1B (27)

= (idA ⊗D)(Φ+
AB), (28)
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where we defined the depolarizing channel

DX(ω) := (1 − x)ω + x tr(ω)
1
d
1,

which is an important noise model satisfying DX(UωU†) = UDX(ω)U† for all ω ∈ L(Cd), U ∈ Ud.

Proposition 6.8. Let ρAB := (1 − x)Φ+
AB + x

d21AB with x ∈ [0, d2

d2−1 ].

(1) ρAB is separable iff x ≥ d
d+1 .

(2) Let σAB be arbitrary with β := tr
(
σABΦ+

AB
)
= ⟨Φ+|σAB|Φ+⟩. Then∫

Ud

(U ⊗ U)σAB(U ⊗ U)† = ρAB(y)

where y = d2

d2−1 (1 − β).

Proof. Exercise.

7. THE DE FINETTI THEOREM

7.1. EXTENDABILITY OF QUANTUM STATES

Consider a bipartite state ρAB. We call ρAB k-extendible if there exists a k-extension, a state ρAB1···Bk with Bi
∼= B

and ρABi = trB1···Bi−1Bi+1···Bk ρAB1···Bk = ρAB for all i = 1, ..., k.

Lemma 7.1. Separable states are ∞-extendible.

Proof. Let σAB = ∑i piσ
(i)
A ⊗ σ

(i)
B be separable, then σAB1···Bk = ∑i piσ

(i)
A ⊗ σ

(i)
B1

⊗ · · · ⊗ σ
(i)
Bk

defines a
k-extension for arbitrary k ∈ N.

Conversely one can show that for every entangled state ρAB exists a k0 such that ρAB has no k-extension for
k ≥ k0.

Example 16. Pure entangled states are not even 2-extendible.

This is usually called the monogamy of entanglement:

A quantum system cannot be entangled with a large number of other systems.

The De Finetti theorems provide a quantitative version of monogamy.

7.2. A DE FINETTI THEOREM FOR PURE SYMMETRIC STATES

We will focus on pure states in the symmetric subspace Symn(Cd) = {|ψ⟩ ∈ (Cd)⊗n : φ(π)|ψ⟩ = |ψ⟩}. Note
that dim Symn(Cd) = (n+d−1

n ) by Weyl’s dimension formula.

Lemma 7.2. Let |ψ⟩ ∈ Cd be arbitrary. Then

πn =

(
n + d − 1

n

) ∫
Ud

dU (U|φ⟩⟨φ|U†)†

is equal to the projector onto the symmetric subspace.

Proof. This follows from showing:
(1) πn ∈ End(Symn(Cd))
(2) Ud acts irreducibly on Symn(Cd) via U −→ U⊗n.
(3) πn is invariant under this action and Schur’s lemma.

Details are left as an exercise.
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Proposition 7.3 (De Finetti theorem for pure symmetric states). Let HAi
∼= Cd and |ψ⟩A1···An

∈ Symn(Cd).
Then for any k < n,

D
(

ψA1···Ak ,
∫

dψ p(φ)|φ⟩⟨ψ|⊗k
)
≤
√

dk
n − k

.

Here p(φ) is a probability density that depends on |ψ⟩ and dφ is the measure on pure states induced by the
Haar measure, that is, |φ⟩ = U|φ0⟩ for some fixed |φ0⟩, and dφ f (|φ⟩) = dU f (U|φ⟩).

Proof. The main idea is the following: For m = n − k interpret πm = (m+d+1
m )

∫
dφ |φ⟩⟨φ|⊗m as a

continuous POVM with operators (m+d−1
m )|φ⟩⟨φ|⊗m measuring the last m systems that we trace out.

Getting a specific outcome |ψ⟩ ∈ Cd should then imply that the first k systems are also in the state
|ψ⟩⊗l on average, due to the permutation invariance of |ψ⟩A1···An

. Since |ψ⟩A1···An
is symmetric under

arbitrary permutations, in particular we have |A1 · · · An⟩ = (1k ⊗ πm)|ψ⟩A1···An
. Hence,

ψA1 ...Ak = trAk+1 ...An |ψ⟩⟨ψ|A1···An
(29)

= trAk+1 ...An

[
(1k ⊗ πm)|ψ⟩⟨ψ|A1···An

]
(30)

=

(
m + d − 1

m

) ∫
dU (1k ⊗ ⟨φ|⊗n)|ψ⟩⟨ψ|(1k ⊗ |φ⟩⊗n) (31)

where the last equality uses the the partial cyclicity property

tr2((1⊗ X2)Y12) = tr2(Y12(1⊗ X2)).

We define √
p(φ)|eφ⟩ =

(
m + d − 1

m

) 1
2
(1k ⊗ ⟨φ|⊗m)|ψ⟩A1···An

∈ (Cd)⊗k,

where p(φ) ≥ 0 ensures that ⟨eφ|eφ⟩ = 1. Note that p(φ) is a probability density, that is,
∫

dφ p(φ) =
1. Hence, we have ψA1···Ak =

∫
dφ p(φ)|eφ⟩⟨eφ|. We want to show∫
dφ p(φ)|eφ⟩⟨eφ| ≈

∫
dφ p(φ)|φ⟩⟨φ|⊗k.

First, we compute the average (squared) fidelity of |eφ⟩ and |φ⟩⊗k:∫
dφ p(φ)F(|eφ⟩, |φ⟩⊗k)2 =

∫
dφ p(φ) ⟨eφ|φ⊗k|eφ⟩ (32)

=

(
m + d − 1

m

) ∫
dφ ⟨ψ|φ⊗k+m|ψ⟩ (33)

=

(
m + d − 1

m

)
·
(

n + d − 1
n

)−1
⟨ψ|πk+m|ψ⟩ (34)

=

(
m + d − 1

m

)
·
(

k + m + d − 1
k + m

)−1
(35)

=
(m + d − 1) · · · (m + 1)

(k + m + d − 1) · · · (k + m + 1)
(36)

≥
(

m + 1
k + m + 1

)d−1
=

(
1 − k

k + m + 1

)d−1
(37)

≥ 1 − k(d − 1)
k + m + 1

(38)

≥ 1 − kd
m

. (39)

We are now prepared to finish the proof. Recall the Fuchs-van-de-Graaf inequality D(ρ, σ) ≤
√

1 − F(ρ, σ)2

(which is in fact an equality for pure states).
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D
(

ψA1···Ak ,
∫

dφ p(φ)|φ⟩⟨φ|⊗k
)
= D

(∫
dφ p(φ)|eφ⟨eφ|⟩,

∫
dφ p(φ)|φ⟩⟨φ|⊗k

)
(40)

≤
∫

dφ p(φ)D(|eφ⟩⟨eφ|, |φ⟩⟨φ|⊗k) by convexity of norms

(41)

≤
∫

dφ p(φ)
√

1 − F(eφ, φ⊗k)2 (42)

≤
(∫

dφ p(φ)(1 − F(eφ, φ⊗k)2)

) 1
2

by Jensen’s inequality

(43)

=

(
1 −

∫
dφ p(φ)F(eφ, φ⊗k)2

) 1
2

(44)

≤
√

1 − (1 − kd
m
) =

√
kd
m

. (45)

7.3. EXTENSION TO PERMUTATION-INVARIANT MIXED STATES

A state ρA1···An is called permutation-invariant if

QπρA1···An Q†
π = ρA1···An

for all π ∈ Sn, where Qπ = φ(π).
Our goal is to prove the de Finetti theorem for permutation invariant ρ. Our strategy will be to use our
theorem from Section 7.2 for pure states. But first, we need to relate permutation invariant states to pure states
in Symn(Cd). This relation is provided by the next lemma.

Lemma 7.4. Let HAi = Cd for i = 1, ..., n and ρA1···An be permutation invariant. Then ρA1···An has a purification
|ψρ⟩ ∈ Symn(Cd ⊗Cd).

Proof. Let ρA1···An = ∑λ∈Spec(ρ) λPλ be a spectral decomposition where Spec(ρ) is the set of distinct
eigenvalues of ρ with corresponding orthogonal projector Pλ into the eigenspace Hλ. Since ρ =
QπρQ†

π for all π ∈ Sn, we have for any λ ∈ Spec(ρ) and |φ⟩ ∈ Hλ that

λ|φ⟩ = ρ|φ⟩ = QπρQ†
π |φ⟩

and hence Q†
π |φ⟩ ∈ Hλ for all π ∈ Sn, that is, the eigenspaces are permutation-invariant too, and

PλQπ = Qπ Pλ for all π ∈ Sn, λ ∈ Spec(ρ). Define M = ∑λ∈Spec(ρ)
√

λPλ, then we we have Qπ M =
MQπ for all π ∈ Sn. Now let

|φ⟩A1···AnR1···Rn
:=

dn

∑
x=1

|x⟩An ⊗ |x⟩Rn

where {|x⟩}dn

x=1 is a product basis for (Cd)⊗n, and set |ψρ⟩ = (M ⊗ 1Rn)|φ⟩. Then

trRn ψ
ρ
AnRn = M(trRn φAnRn)M† (46)

= MM† (47)

= ∑
λ,λ′

√
λλ′PλPλ′ = ρAn . ( since PλPλ′ = δλλ′Pλ) (48)

Note that if Sn acts on both A1, ..., An and R1, ..., Rn via Qπ , then Sn acts on A1 · · · AnR1 · · · Rn ∼=
A1R1 · · · AnRn via Qπ ⊗ Qπ .
The following calculation proves that |ψρ⟩ ∈ Symn(Cd ⊗Cd), which completes the proof.
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(Qπ ⊗ Qπ)|ψρ⟩ = (Qπ ⊗ Qπ)(M ⊗ 1)|φ⟩ (49)

= (Qπ M ⊗ 1)(1⊗ Qπ)|φ⟩ (50)

= (Qπ MQT
π ⊗ 1)|φ⟩ by the transpose trick (51)

= (MQπQT
π ⊗ 1)|φ⟩ since [M, Qπ ] = 0 (52)

= (M ⊗ 1)|φ⟩ (53)

= |ψρ⟩ for all π ∈ Sn. (54)

Proposition 7.5. Let HAi = Cd for i = 1, ..., n and ρA1···An be a permutation-invariant state. Then for any
k < n,

D(ρA1···Ak ,
∫

dµ(σ) σ⊗k) ≤

√
d2k

n − k
,

where dµ(σ) is a measure on the space of mixed states on Cd that depends on ρ.

Proof. Let |ψρ⟩AnRn ∈ Symn(Cd ⊗ Cd) be a symmetric purification of ρ. Applying the symmetric
subspace de Finetti theorem shows

D
(

ψ
ρ
A1R1···Ak Rk

,
∫

dφ p(φ)|φ⟩⟨φ|⊗k
AR

)
≤

√
d2k

n − k

for a suitable probability density p(φ). The claim now follows from the monotonicity of D(·, ·) under
partial trace:

D
(

ρA1···Ak ,
∫

dφ p(φ) trR φ⊗k
AR

)
≤ D

(
ψρ,

∫
dφ p(φ)|φ⟩⟨φ|⊗k

AR

)
(55)

≤

√
d2k

n − k
. (56)

8. APPROXIMATE CLONING

Classical and quantum information are fundamentally different. Classical information can be cloned and thus
replicated arbitrarily. This is impossible for quantum information, as the main theorem of the next section
shows.

8.1. THE NO-CLONING THEOREM

Theorem 8.1 (No-cloning theorem). Let A, B be d-dimensional quantum systems. There is no unitary U ∈ Ud
that achieves the transformation

U : |ψ⟩A ⊗ |0⟩B 7→ |ψ⟩A ⊗ |ψ⟩B

for arbitrary |ψ⟩ ∈ HA. Here |0⟩B is some reference state.

Proof. Let |ψ⟩, |φ⟩ ∈ HA be such that

U(|ψ⟩A ⊗ |0⟩B) = |ψ⟩A ⊗ |ψ⟩B,

U(|φ⟩A ⊗ |0⟩B) = |φ⟩A ⊗ |φ⟩B.

Then

⟨ψ|φ⟩2 = (⟨ψ| ⊗ ⟨ψ|)(|φ⟩ ⊗ |φ⟩) (57)

= (⟨ψ| ⊗ ⟨0|)U†U(|φ⟩ ⊗ |0⟩) (58)

= ⟨ψ|φ⟩ . (59)
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This proves ⟨ψ|φ⟩ must be either 0 and 1,which proves there is no U that achieves U(|ψ⟩ ⊗ |0⟩) =

|ψ⟩⊗2 for all |ψ⟩.

8.2. APPROXIMATE CLONING MACHINES

Exact cloning is forbidden by the no-cloning theorem, but what about approximate cloning? We consider the
scenario where we are given a Hilbert space of dimension d and N copies of a pure state |ψ⟩ ∈ H. The goal
is to produce an approximation of M copies of |ψ⟩⟨ψ| for some M > N. The figure of merit for this scenario is
defined as follows. Let T be the approximate cloning map

T : L(H⊗N) −→ L(H⊗M).

We require T to be a completely positive and trace-preserving linear map. We define the worst case fidelity of T
by

F(T) = inf
|ψ⟩

F(ψ⊗M, T(ψ⊗N))2 (60)

= inf
|ψ⟩

tr
(

ψ⊗MT(ψ⊗n)
)

. (61)

The next lemma gives an upper bound for the worst case fidelity.

Lemma 8.2. Set dN := dim SymN(H) = (d+N−1
N ). For any approximate cloning map T : L(H⊗N) −→ L(H⊗M),

F(T) ≤ dN
dM

=

(
d + N − 1

N

)(
d + M − 1

M

)−1
.

Proof. For a given T : L(H⊗N) −→ L(H⊗M) define a twirled version

T(X) :=
∫

Ud

(U†)⊗MT(U⊗N X(U†)⊗N)U⊗M dU

which satisfies T(U⊗N X(U†)⊗N) = U⊗MT(X)(U†)⊗M for all U ∈ Ud. Let |φ⟩ ∈ H be arbitrary, then

tr
(

φ⊗MT(φ⊗N)
)
=
∫

dU tr
[

φ⊗M(U†)⊗MT(U⊗N φ⊗N(U†)⊗N)U⊗M
]

(62)

=
∫

dU tr
[
(UφU†)⊗MT((UφU†)⊗N)

]
(63)

≥
∫

dU F(T), (64)

where the last inequality uses

tr
[
(UφU†)⊗MT((UφU†)⊗N)

]
≥ inf

|ψ⟩
tr
(

ψ⊗MT(ψ⊗N)
)
= F(T).

Taking the infimum over |φ⟩ ∈ H, we get F(T) ≥ F(T). Now let τN := 1
dN

πN where πN is the

projector onto SymN(H). Using that U⊗NπN(U†)⊗N = πN for all U ∈ Ud, we get

U⊗MT(τN)(U†)⊗M = T(U⊗NτN(U†)⊗N) = T(τN)

for all U ∈ Ud. Schur-Weyl duality then implies T(τN) = λτM + (1 − λ)σ where σ ⊥ SymM(H) and
λ ∈ [0, 1].
We also have for every |φ⟩ ∈ H that πN − |φ⟩⟨ψ|⊗N ≥ 0. Therefore

0 ≤ T(πN − |φ⟩⟨φ|⊗N) (65)

= T(πN)− T(φ⊗N) (66)

= dNλτM + dN(1 − λ)σ − T(φ⊗N). (67)
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We can further compute

0 ≤ tr
[

φ⊗MT(πN − |φ⟩⟨φ|⊗N)
]
= dNλ tr

(
φ⊗MτM

)
︸ ︷︷ ︸

(∗)

+dN(1 − λ) tr
(

φ⊗Mσ
)

︸ ︷︷ ︸
(∗∗)

− tr
[

φ⊗MT(φ⊗N)
]
.

The quantities (∗) and (∗∗) can be simplified:

(∗) = tr
(

φ⊗MπMd−1
M

)
=

1
dM

tr
(

φ⊗M
)
=

1
dM

,

(∗∗) = tr
(

πM φ⊗MπMσ
)
= tr

(
φ⊗MπMσπM

)
= 0.

This gives tr
[
φ⊗MT(φ⊗N)

]
. Therefore we have the following chain of inequalities, which completes

the proof.

F(T) ≤ F(T) ≤ tr
[

φ⊗MT(φ⊗N)
]
≤ dN

dM
λ ≤ dN

dM
.

Can the bound in the lemma be achieved? The answer is yes; the following map achieves it. Define

T(X) =
dN
dM

πM(X⊗1⊗M−N
d )πM.

The action of this map on X ∈ L(H⊗N) can be understood as consisting of the following three steps.
Step 1. Extend state trivially from H⊗N to H⊗M.
Step 2. Project down to symmetric subspace SymM(H).
Step 3. Normalize to get a quantum state.
To compute the fidelity F(T) of this map, we have for arbitrary |φ⟩ ∈ H,

tr
[

φ⊗MT(φ⊗N)
]
=

dN
dM

tr
[

φ⊗MπM(φ⊗N ⊗ 1)πM

]
(68)

=
dN
dM

tr
[
πM φ⊗MπM(φ⊗N ⊗ 1)

]
(69)

=
dN
dM

tr
[

φ⊗M(φ⊗N ⊗ 1)
]

(70)

=
dN
dM

. (71)

Therefore F(T) = dN
dM

≥ 1 − kd
N for M = N + K.

These results are due to [Wer98].

8.3. FURTHER RESULTS ON APPROXIMATE CLONING

(1) The approximate cloning map

T(ρ) =
dN
dM

πM(ρ ⊗ 1
⊗M−N)πM (∗)

is the unique cloning map achieving F(T) = dN
dM

.
(2) The fidelity F(T) = inf|ψ⟩ F(ψ⊗M, T(ψ⊗N))2 measures the quality of the full output state, which in-

cludes correlations between different systems. We might only be interested in comparing single copies;
can we find a better map in this case? Interestingly, the answer is no. The cloning map in (∗) is also
optimal for the single-copy worst-case fidelity

FS(T) = inf
|ψ⟩

F(ψ, tr[M]\{1})T(ψ
⊗N).

See [KW01].
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(3) There are asymmetric cloning machines for which the single-copy fidelities on different sites are not
necessarily equal. It is hard to obtain optimality results in general.

(4) There are also state-dependent approximate cloning protocols that exploit some known structure in the
state to be cloned.

(5) An important application of approximate cloning is in quantum cryptography, specifically quantum
key distribution (QKD). Here, a set of eavesdropping attacks can be described and analyzed using the
approximate cloning framework, which leads to security proofs for QKD.

For more information on quantum cloning, see [Sca+05].

9. SPECTRUM ESTIMATION

9.1. PROBLEM SETUP

Density operators describe the state of a quantum system. Mathematically, ρ is a quantum state iff ρ is positive
semidefinite and tr ρ = 1. A quantum state ρ has a spectral decomposition ρ = ∑d

i=1 λi|ei⟩⟨ei| with eigenvalues
(λi)

d
i=1 satisfying λi ≥ 0 and ∑i λi = 1 and eigenvectors {|ei⟩}d

i=1 ⟨ei|ej⟩ = δij. In this chapter we are interested
in the task of estimating the (unknown) density operators ρ of a quantum system. We focus on estimating the
spectrum {λi}d

i=1 of ρ. We make two assumptions:
(1) We have access to an experiment that prepares the system (exactly) in the state ρ.
(2) We can run this experiment n times and perform joint measurements on all n copies at the same time.

The idea is that we will estimate spectrum of ρ by measuring ρ⊗n.
The goal is to devise a strategy that gives exact result with probability approaching 1 as n −→ ∞.

9.2. SYMMETRIES OF SPECTRUM ESTIMATION

The state ρ⊗n is permutation invariant:
Qπρ⊗nQ†

π = ρ⊗n

for all π ∈ Sn.

Hence, without loss of generality, the desired measurement also has permutation invariance, since for any
P ≥ 0 we have

tr
(

Pρ⊗n) = tr
(

PQπρ⊗nQ†
π

)
= tr

(
Q†

π PQπρ⊗n
)

,

and so tr(Pρ⊗n) = tr
(

Pρ⊗n) with

P =
1
n! ∑

π∈Sn

Qπ PQ†
π .

We also know that ρ and UρU† have the same eigenvalues for any unitary U ∈ Ud. Therefore, we can impose
U⊗n invariance on measurement operators as well.
We have both Sn and Ud invariance, so Schur-Weyl duality gives the decomposition

(Cd)⊗n =
⊕

λ⊢dn

Vλ︸︷︷︸
Sn irrep

⊗ Wλ︸︷︷︸
Ud irrep

.

For λ ⊢d n let Pλ be the projection onto Vλ ⊗Wλ, then Pλ ≥ 0 and ∑λ⊢dn Pλ = 1
⊗n
Cd (that is, Pλ is a measurement).

Furthermore [Pλ, Qπ ] = 0 for all π ∈ Sn and [Pλ, U⊗n] = 0 for all U ∈ Ud. Invariance under both Sn and Ud is
satisfied by Pλ; it is thus a good candidate for spectrum measurement.
Question. What does the outcome “λ ⊢d n” mean?
Observation. Let λ = (λ1, ..., λd) ⊢d n, that is, λ1 ≥ · · · ≥ λd ≥ 0 and ∑d

i=1 λi = n. Therefore λ := λ
n is a valid

spectrum of a quantum state! That is, λi ≥ 0 and ∑d
i=1 λi = 1.

Idea of spectrum estimation. Let ρ have spectrum r = (r1, ..., rd) (WLOG v1 ≥ v2 ≥ · · · ≥ vd).
(1) Measure ρ⊗n w.r.t {Pλ}.
(2) For outcome λ ⊢d n, set r̂ = λ

n .
(3) Prob(r̂ ̸= r) −→ 0 as n −→ ∞.

The measurement in (1) is often called weak Schur sampling. The main result of this chapter is to show (3).
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9.3. WEAK SCHUR SAMPLING

Our goal is to bound the probability of obtaining outcome “λ′′ (where λ ⊢d n is a Young diagram) in weak
Schur sampling. That is, denoting by Pλ the projector onto Vλ ⊗Wλ in the Schur-Weyl decomposition, we want
to bound

tr
(

Pλρ⊗n),
where ρ is the unknown quantum state whose spectrum we want to estimate.

Since Qπρ⊗nQ†
π = ρ⊗n, we can write

ρ⊗n =
⊕

λ⊢dn

1Vλ
⊗ ρλ

for some positive semidefinite operators ρλ ∈ End(Wλ).
Recall that Wλ = eT(Cd)⊗n, where T is the standard Young tableau of shape λ ⊢d n. The first step is to
characterize Wλ so that we understand the effect of Pλ on ρ⊗n.

Definition 33. Let x, y ∈ Rd, and denote by x↓, y↓ the vectors of components of x, y sorted in non-increasing
order (e.g. x↓1 ≥ · · · ≥ x↓d). Then y is said to majorize x, in symbols x ≺ y if

• ∑
q
i=1 x↓i ≤ ∑

q
i=1 y↓i for all q = 1, ..., d − 1,

• ∑d
i=1 xi = ∑d

i=1 yi.

Now consider the spectral decomposition ρ = ∑d
i=1 ri|ei⟩⟨ei|, and form the tensor product basis B = {⊗n

j=1 |eij⟩ :

ij ∈ [d]} of (Cd)⊗n. For |v⟩ ∈ B let f = ( f1, ..., fd) be the frequency distribution of |v⟩: fi is the number of times
|ei⟩ appears in |v⟩. Note that f is an (ordered) partition of n.

Lemma 9.1. Let |v⟩ ∈ B with frequency distribution f , and let T be the standard Young tableau of shape
λ ⊢d n. Then eT |v⟩ = 0 unless f ≺ λ.

Proof. Observe that if T has a column with indices j and k such that |eij⟩ = |eik ⟩ in |v⟩, then eT |v⟩ = 0.
This is because eT ∝ vTcT antisymmetrizes over columns and cT = cT(1− (jk)) (proof: exercise.).
Now WLOG assume f1 ≥ f2 ≥ · · · ≥ fd. If eT |v⟩ ̸= 0, then f1 ≤ λ1 (length of the first row of λ),
because otherwise some column would have two indices j and k with |eij⟩ = |eik ⟩ in |v⟩ (where ij = ik

has frequency f1), in which case eT |v⟩ = 0 (the basis elements |eij⟩ “spill over” into the second row).
Likewise, if f1 + f2 > λ1 + λ2, then the same thing happens in row 3 or further down, hence f1 + f2 ≥
λ1 + λ2 if eT |v⟩ ̸= 0.
Continuing in this manner, we get

q

∑
i=1

fi ≤
q

∑
i=1

λi for all q = 1, ..., d − 1,

and
d

∑
i=1

fi = n =
d

∑
i=1

λi

if eT |v⟩ ̸= 0.

Proposition 9.2. Let ρ be a density operator with spectrum r = (r1, ..., rd) where r1 ≥ r2 ≥ · · · ≥ rd. Let
λ = (λ1, ..., λd) ⊢d n and λ = λ

n . Then

tr
(

Pλρ⊗n) ≤ (n + 1)
d(d−1)

2 exp
(
−nD(λ||r)

)
,

where D(λ||r) is the Kullback-Leibler divergence between λ and r, defined by

D(p||q) = ∑
i

pi log
pi
qi
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for probability distributions p, q with supp p := {i : pi ̸= 0} ⊂ supp q. The KL divergence satisfies D(p||q) ≥
0 and D(p||q) = 0 if and only if p = q.

Proof. Recall that for λ ⊢d n we denote by SYT(λ) the set of standard Young tableau of shape λ. Then

Pλ = ∑
T∈SYT(λ)

eT ,

with the Young projector eT associated to T ∈ SYT(λ). Note that

| SYT(λ)| = dim Vλ =
n!

∏(i,j)∈λ h(i, j)
≤ n!

∏d
i=1 λi!

where the last bound is left as an exercise.
Hence for λ ⊢d n, we have

tr
(

Pλρ⊗n) = ∑
T∈SYT(λ)

tr
(
eTρ⊗n).

Fix some T ∈ SYT(λ), and recall that ρ⊗n has eigenvectors |v⟩ ∈ B (with B the tensor product basis of
eigenvectors of ρ defined previously) with eigenvalues ∏i r fi

i , where f = ( f1, ..., fd) is the frequency
distribution of |v⟩. We can thus write

ρ⊗n = ∑
|v⟩∈B

∏
i

r fi
i |v⟩⟨v|.

Now, by the previous lemma,

tr
(
eTρ⊗n) = ∑

|v⟩∈B
∏

i
r fi

i tr(eT |v⟩⟨v|) (72)

= ∑
|v⟩∈B
f≺λ

∏
i

r fi
i tr(eT |v⟩⟨v|), (73)

To bound this expression further, we use the following simple fact from majorization theory (see
exercises):
if x ≺ y and u ∈ Rd is arbitrary, ⟨x↓, u↓⟩ ≤ ⟨y↓, u↓⟩.
Choosing x = f , y = λ and u = (log r1, ..., log rd), we get

⟨ f , u⟩ =
d

∑
i=1

fi log ri ≤
d

∑
i=1

λi log ri = ⟨λ, u⟩.

Exponentiating this yields ∏d
i=1 r fi

i ≤ ∏d
i=1 rλi

i , and hence

tr
(
eTρ⊗n) = ∑

|v⟩∈B
f≺λ

∏
i

r fi
i tr(eT |v⟩⟨v|) (74)

≤ ∏
i

rλi
i tr

eT ∑
|v⟩∈B
f≺λ

|v⟩⟨v|

 (75)

≤ ∏
i

rλi
i tr eT since ∑

|v⟩∈B
f≺λ

|v⟩⟨v| ≤ 1 (76)

= ∏
i

rλi
i dim Wλ (77)

≤ ∏
i

rλi
i (n + 1)

d(d−1)
2 , (78)
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where we used the dimension bound dim Wλ ≤ (n + 1)
d(d−1)

2 (see e.g. Christandl’s PhD thesis.)
Putting everything together we have

tr
(

Pλρ⊗n) = ∑
T∈SYT(λ)

tr
(
eTρ⊗n) (79)

≤ (n + 1)
d(d−1)

2 ∑
T∈SYT(λ)

∏
i

rλi
i (80)

= (n + 1)
d(d−1)

2
n!

∏i λi!
∏

i
rλi

i . (81)

The result now follows from a well-known bound on the multinomial coefficient (n
λ) = n!

λ1!···λd ! ,

namely (n
λ) ≤ ∏d

i=1

(
n
λi

)λi
together with the observation that

−nD(λ||r) = −n ∑
i

λi
n

log
(

λi
nri

)
(82)

= ∑
i
−λi log

(
λi
nri

)
(83)

= ∑
i

log
(

nri
λi

)λi

, (84)

so that exp
(
−nD(λ||r)

)
= ∏i rλi

i ( n
λi
)λi .

9.4. ASYMPTOTICS OF SPECTRUM ESTIMATION

We have proved that for a quantum state ρ with spectrum r = (r1, ..., rd), ri ≥ ri+1 and λ ⊢d n,

tr
(

Pλρ⊗n) ≤ (n + 1)
d(d−1)

2 exp
(
−nD(λ||r)

)
,

where λ = λ
n and D(·||·) is the so called relative entropy. We can extend this bound to a set S of possible

spectra as follows. Set
PS = ∑

λ⊢n
λ∈S

Pλ,

and note that

tr
(

PSρ⊗n) ≤ (n + 1)
d(d−1)

2 exp

−n min
λ⊢n
λ∈S

D(λ||r)

,

which follows from picking the λ with the slowest convergence, or equivalently the minimum D(λ||r), and
using

|S| ≤ |{λ ⊢d n} ≤ (n + 1)d.

(this heavily overestimates the number of Young diagrams with n boxes in d rows, but it is sufficient for our
purposes.)
Finally we consider the ε−ball

Bε = {r′ : ∑
i
|ri − r′i | < ε}

around the true spectrum r. Choosing S = Bε(r), we obtain:

Proposition 9.3. Let ρ be a quantum state with (ordered) spectrum r = (r1, ..., rd), and for given δ > 0, let

Pλ = ∑
λ⊢n

λ∈Bδ(r)

Pλ.
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Then for any ε > 0 there exists n0 such that for all n ≥ n0

tr
(

Pλρ⊗n) ≥ 1 − ε.

10. QUANTUM STATE TOMOGRAPHY

10.1. WARM-UP: PURE STATE ESTIMATION

Quantum state tomography is the task of obtaining a classical description of an unknown quantum state ρ. We
make the same assumptions as in spectrum estimation:

(1) We can prepare identical copies of the unknown state ρ.
(2) We can make joint measurements on all copies simultaneously.

The task then is to find a measurement on ρ⊗n that yields asymptotically accurate estimate of ρ.
In this section we will consider the simpler task of pure state estimation: assuming a quantum system H is
prepared in an unknown pure state |ψ⟩, we want to estimate ψ by measuring |ψ⟩⟨ψ|⊗n.
We know from previous chapters:

(1) ψ⊗n is permutation-invariant, and moreover

(2) ψ⊗n is supported on the symmetric subspace.

Our ansatz for the measurement will be

{
(

n + d − 1
n

)
|φ⟩⟨φ|⊗n}|ψ⟩∈H′

where |φ⟩ is distributed according to the Haar measure dφ on pure states.
This is a continuous POVM on Symn(H), it satisfies:

• |φ⟩⟨φ|⊗n ≥ 0 for all |φ⟩ ∈ H.

• (n+d−1
n )

∫
dφ |φ⟩⟨φ|⊗n is the projector onto Symn(H) and hence equal to the identity on that space.

Remark. Recall from Chapter 5 that projective measurements correspond to the spectral decomposition of
Hermitian observables. A POVM can be “purified” to a projective measurement on a larger space (which is
the system and its environment). How can we then make sense of a continuous POVM on a finite-dimensional
Hilbert space?
This was answered by Chiribella et al. in [CDS07]. A continuous POVM can be expressed as a continuous
random variable taking values in some set Ω with probability density pΩ. For each ω ∈ Ω, there is a discrete
finite POVM Mω. The outcome of the continuous POVM is obtained as follows:

(1) sample ω ∈ Ω according to pΩ
(2) Measure system with Mω.

Using the ansatz for the measurement given by {Qφ} with

Qφ :=
(

n + d − 1
n

)
|φ⟩⟨φ|⊗n,

we propose the following protocol for pure state estimation:
(1) Measure |ψ⟩⟨ψ|⊗n with respect to {Qφ}.
(2) Outcome |ψ̂⟩ is our estimator for |ψ⟩.

Claim.
Eψ̂(F(ψ̂, ψ)2) = Eψ̂

(∣∣⟨ψ̂⟩ ||ψ⟩∣∣2) ≥ 1 − d
n

,

and so

Eψ̂(D(ψ̂, ψ)) ≤
√

d
n
−→ 0 as n −→ ∞.

The proof of this claim is left as an exercise. This was essentially calculated in Chapter 7.
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10.2. SYMMETRIES OF STATE TOMOGRAPHY

Suppose we have an unknown quantum state ρ with spectral decomposition ρ = ∑i |ei⟩⟨ei|λi. Our goal is
to find a measurement on ρ⊗n that yields asymptotically accurate estimates of ρ. In the previous section for
pure state estimation, our ansatz for the measurement was a collection of POVM operators proportional to
|φ⟩⟨φ|⊗n =

(
U|ϕ0⟩⟨ϕ0|U†)⊗n, where |φ0⟩ is a fixed pure state with spectrum (1, 0, . . . , 0) and U is a random

unitary operator.

The idea for full tomography is to replace |ϕ0⟩⟨ϕ0| above by a diagonal state with an estimate of the spectrum
and take Haar-random U as estimate for the eigenbasis. The guess for Spec(ρ) is obtained as in spectrum
estimation: measure ρ⊗n with respect to the Schur-Weyl decomposition {Pλ}λ⊢n where Pλ projects onto the λ

component in (Cd)⊗n = ⊕λ⊢nVλ ⊗ Wλ.
It remains now to incorporate U in the measurement. To this end, denote by D(H) the set {ρ ∈ L(H) :
ρ ≥ 0, tr ρ = 1} of density operators on H. We look for a continuous POVM {Mσ}σ∈D(H) with the following
symmetries:

(1) Permutation invariance: Qπ MσQ†
π = Mσ for all π ∈ Sn, σ ∈ D(H) (since ρ⊗n has this symmetry.)

(2) Unitary covariance: MUσU† = U⊗n Mσ(U†)⊗n for all U ∈ Ud, σ ∈ D(H) since we consider ρ and UρU†

to be equally likely, and hence

tr
(
ρ⊗n Mσ

)
= tr

(
U⊗nρ⊗n(U†)⊗nU⊗n Mσ(U†)⊗n

)
(85)

= tr
(
(UρU†)⊗n MUσU†

)
. (86)

We now come up with an ansatz satisfying the two symmetries above. Let λ ⊢d n be a Young diagram.
Set λ = 1

n diag(λ1, λ2, . . . , λn) and for U ∈ Ud set σ(λ, U) := UλU†. Define measurement operators for
σ = σ(λ, U) as

Mσ = M(λ, U) = cλPλ(UλU†)⊗nPλ. (87)

On outcome (λ, U) we take the estimator σ = UλU†. It remains to determine the constant cλ.
Observe that the operator Mλ :=

∫
dU M(λ, U) satisfies:

• Qπ MλQ†
π = Mλ for all π ∈ Sn.

• U⊗n Mλ(U†)⊗n = Mλ for all U ∈ Ud.
• Mλ = Pλ MλPλ =∈ End(Vλ ⊗ Wλ). (recall that Schur Weyl duality gives the decomposition (Cd)⊗n =

⊕λ⊢nVλ ⊗ Wλ) where Vλ has dimension dλ and Wλ has dimension mλ.
We would like Mλ = Pλ to be true, since then 1 = ∑λ Pλ = ∑λ Mλ = ∑λ

∫
dU M(λ, U).

To compute cλ, take the trace of both sides of the equation 87:

tr Mλ = cλ

∫
dU tr

[
Pλ

(
(UλU†)⊗n

)
Pλ

]
(88)

(89)

We now use the fact that Pλ(UλU†)⊗nPλ = 1Vλ
⊗ wλ(UλU†), where wλ is the irrep of GL(H) on H⊗n labeled

by λ. Thus,

tr
[

Pλ(UλU†)⊗nPλ

]
= tr

[
1Vλ

⊗ wλ(UλU†)
]

(90)

= dλ tr
(

wλ(UλU†)
)

(91)

= dλsλ(UλU†) (92)

where the Schur polynomial sλ is the character of the irreducible representation (wλ, Wλ) of GL(H) (or Ud) on
H⊗n labeled by λ ⊢d n.
Since characters are functions of eigenvalues (as traces), we have sλ(UλU†) = sλ(λ) and hence
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tr(Pλ) = dim(Vλ ⊗ Wλ) = dλmλ (93)

tr Mλ = cλ

∫
dU tr

(
Pλ(UλU†)⊗nPλ

)
(94)

= cλ

∫
dU dλsλ(λ) (95)

= cλdλsλ(λ). (96)

Finally, using tr Pλ = tr Mλ gives cλ = mλ

sλλ
.

10.3. ERROR ANALYSIS OF OUR TOMOGRAPHY PROTOCOL

We will need the following bounds on Schur polynomials:

Lemma 10.1. Let λ ⊢d n.
(1) For λ = 1

n diag(λ), we have sλ(λ) ≥ e−nH(λ), where H(X) = ∑i −xi log xi is the Shannon entropy of a
probability distribution x = (x1, x2, . . . , xd).

(2) Let ρ, σ ∈ D(H) with F(ρ, σ) = F. Assume that rank(ρ) ≤ r ≤ d. Then,

sλ(ρσ) =

{
= 0 if λr+1 > 0
≤ mλe−2nH(λ)F2n otherwise.

Proof. See [Haa+16].

We also record the bound
dλ = dim Vλ ≤ enH(λ),

which we implicitly used in the spectrum estimation chapter.
With these bounds in place we can estimate the probabilities of our continuous tomography POVM {Mλ, U}λ⊢n,U∈Ud

:

tr
[
M(λ, U)ρ⊗n] = mλ

sλ(λ)
tr
[

Pλ(UλU†)⊗nPλρ⊗n
]

(97)

=
mλ

sλ(λ)
tr

Pλ(UλU†)⊗nPλ︸ ︷︷ ︸
1Vλ⊗wλ(UλU†)

Pλρ⊗nPλ︸ ︷︷ ︸
1Vλ⊗wλ(ρ)

 (98)

=
mλ

sλ(λ)
tr [wλ(UλU†)wλ(ρ)]︸ ︷︷ ︸

wλ(UλU†ρ)

(99)

=
mλ

sλ(λ)
sλ(UλU†ρ) (100)

≤ mλe2nH(λ)mλe−2nH(λ)F2n (101)

≤ m2
λF2n (102)

≤ (n + 1)2drF2n, (103)

where we used mλ ≤ (n + 1)dr for λ with λk = 0 for k > r + 1 and we set F = F(ρ, UλU†).Thus, for all ε > 0,
with ρ̂ = UλU†, we have Pr(F(ρ, ρ̂) ≤ 1 − ε) ≤ (n + 1)2dr(1 − ε)2n.
For more details on this proof, see [Haa+16].

11. UNIVERSAL QUANTUM SOURCE COMPRESSION
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11.1. CLASSICAL SOURCES AND ENTROPY

Consider a classical random variable X that emits symbols x ∈ {1, . . . , d} with probability px. As an example,
a biased coin gives H with probability p ∈ [0, 1] and T with probability 1 − p.
We assume that we receive a sequence of symbols from X : xn = (x1, . . . , xn) ∈ {1, . . . , d}n. A common
assumption is that the source is independent and identically distributed (i.i.d.) with probability distribution
or memoryless, and so Pr(xn) = ∏n

i=1 Pr(xi).
A central question in information theory is to ask how much we information we gain when we learn xn =
(x1, . . . , xn). Two extreme examples are:

(1) For a deterministic source with px̂ = 1 for some fixed x̂ ∈ [d] and py = 0 for all y ̸= x̂, we learn nothing
new when we receive xn = (x̂, . . . , x̂).

(2) For a uniformly random source with px = 1
d for all x ∈ [d], all output sequences xn are equally probable

(with probability 1
dn ), and so a specific observed sequence xn conveys a lot of information.

One of Shannon’s many contributions was to make these observations quantitative using the concept of en-
tropy.

Definition 34. For a random variable X ∼ px, the surprisal of an event x ∈ [d] is defined as

I(X) := log
1
px

= − log px.

Intuitively, the less likely an event is, the more surprising it is, and the more information we gain. The
expected surprisal of a random variable X is called the entropy of the source X.

Definition 35. For a random variable X ∼ px, the entropy of the source X is defined as

H(X) := ∑
x∈[d]

px I(X) = − ∑
x∈[d]

px log px.

Note that we use the convention that 0 log 0 = 0, since x log x → 0 as x → 0. Hence, if px = 0 for some x, then
x has infinite surprisal, but receives no weight in H(X).
Properties of Shannon entropy.

(1) For any random variable X taking values in [d], 0 ≤ H(X) ≤ log d. The bounds are achieved when X
is deterministic or uniformly random, respectively, as in the two extreme examples above. That is, X is
deterministic iff H(X) = 0 and X is uniform iff H(X) = log d.

(2) Concavity: let X1 ∼ px and X2 ∼ qx be random variables on the same alphabet, and for λ ∈ [0, 1]
define a random variable Z = λX1 + (1 − λ)X2. Then H(Z) ≥ λH(X1) + (1 − λ)H(X2).

11.2. COMPRESSING A CLASSICAL SOURCE

Our task is to compress the signals xn = (x1, . . . , xn) of an iid source X ∼ px without losing information in the
limit n → ∞. The previous section suggests that information content of a source X is quantified by Shannon
entropy H(X). Shannon proved in 1948 in [Sha48] that H(X) is the optimal compression rate.

The idea of source compression is to use the fact that some output signals of the source occur more fre-
quently (determined by iid probability distribution p×n)) than others, and hence there is redundancy in the
information. There are two ways of carrying out compression: variable-length and fixed-length. In variable-
length coding, more frequent signals are assigned shorter code words (for instance in Huffman coding), and in
fixed-length coding, all signals are assigned the same length code words (decoding in this case is easier). We
focus on fixed-length coding. How do we characterize the “frequent” signals of a source? We use the concept
of typicality, which we now define.

Definition 36. Let (Xi)i∈N be iid random variables each taking values in [d] and with common probability
mass function px, x ∈ [d]. For xn = (x1, x2, . . . , xn) ∈ [d]n, let p(xn) = ∏n

i=1 pxi . Fixing ε > 0, the ε-typical set

T(n)
ε consists of those sequences xn ∈ [d]n for which

2−n(H(X)+ε) ≤ p(xn) ≤ 2−n(H(X)−ε)

where X ∼ px.
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This definition captures a notion of typicality in the following sense. Assume that each letter x ∈ [d] appears
roughly npx times in a “typical” sequence xn. Then

p(xn) ∼= ∏
x∈[d]

pnpx
x = ∏

x∈[d]
2npx log px (104)

= 2n ∑x∈[d] px log px (105)

= 2−nH(X). (106)

Theorem 11.1. Fix ε > 0. For any δ > 0, there is n0 ∈ N such that the following statements hold for all n ≥ n0:
(1) H(X)− ε ≤ − 1

n log p(xn) ≤ H(X) + ε for all xn ∈ T(n)
ε .

(2) Pr(T(n)
ε ) ≥ 1 − δ.

(3) |T(n)
ε | ≤ 2n(H(X)+ε).

(4) |T(n)
ε | ≥ (1 − δ)2n(H(X)−ε).

Proof. See Ch. 14 in [Wil16].

We now prove that any rate R > H(X) is achievable, which is one part of Shannon’s compression theorem.
Suppose we have an iid source X ∼ px. Fix a rate R > H(X) and choose ε > 0 such that H(X) + ε < R. For
any δ > 0, there is n0 such that for n ≥ n0, there are at most |T(n)

ε | ≤ 2n(H(X)+ε) < 2nR typical sequences. Now:
(1) Index elements in T(n)ε in some way using no more that ⌈nR⌉ bits.
(2) Encoding: for a received signal xn, decide if xn ∈ T(n)

ε . If yes, encode xn using the index of xn in T(n)
ε ,

and prefix with symbol 1. If no, encode xn using a fixed-length code of length ⌈nR⌉, and prefix with 0.
(3) Decoding: on receiving sequence 1 . . . , output respective typical sequence. On receiving sequence

0 . . . , declare an error. The latter only occurs with a probability at most δ.
In the limit n → ∞ this defines a code with rate r = limn→∞

1
n (nR + 1) = R and error e → 0.

Conversely, any code with rate R < H(X) necessarily has error e ̸→ 0 as n → ∞. The proof uses typicality
again. This proves that the Shannon entropy H(X) is the optimal compression rate.

11.3. STRONG TYPICALITY AND UNIVERSAL COMPRESSION

In the previous section we saw how source compression can be done based on typicality. The advantage of
this approach is that it has an easy proof using the law of large numbers. The disadvantage, however, is that
encoding and decoding depend on source statistics. In this section we will devise a code that only depends
on the entropy of the source, which is the optimal source compression rate. We will use the concept of strong
typicality, which we now define.
For a sequence xn = (x1, . . . , xn) ∈ [d]n and x ∈ [d], let

N(x|xn) = |{i : xi = x}| .

Definition 37. The type txn of a sequence xn is a probability distribution on [d] defined as txn(x) = 1
n N(x|xn).

For example, let d = 3, n = 5, xn = (0, 1, 0, 2, 2). Then xn has type txn = (0.4, 0.2, 0.4).
Since N(x|xn) can only take n + 1 possible values, there are at most (n + 1)d possible types. This is only
polynomial in the sequence length n. Let TP ⊂ [d]n denote the set of sequences xn of type txn = P. Then

(n + 1)−d2nH(P) ≤ |TP| ≤ 2nH(P).

For a proof see [CK81].

Definition 38. Let X ∼ px be a source on [d], and fix ε > 0. A sequence xn is said to be ε-strongly typical if
|txn − px| ≤ ε for all x ∈ [d] such that px > 0 and N(x|xn) = 0 if px = 0. The set of all ε-strongly typical
sequences is denoted by T(n)

X,ε .
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Proposition 11.2. Properties of strongly typical sequences:
(1) For all δ > 0, we have Pr(T(n)

X,ε ) ≥ 1 − δ.

(2) | 1
n log |T(n)

X,ε | − H(X)| ≤ cε for some c > 0 and sufficiently large n.
(3) For some constant c > 0,

2−n(H(X)+cε) ≤ Pr(xn) ≤ 2−n(H(X)−cε).

Proof. See 14.7 in [Wil16].

The third property in the proposition above says that strong typicality implies typicality as defined in Section
11.2, which is often called weak typicality. The first two properties in the proposition above give rise to a
source compression protocol that only depends on H(X): for fixed R > H(X), define

A(n) := ∪P:H(P)<RTP,

the set of all sequences of type P such that H(P) < R. Then we have by [CK81]

|A(n)| ≤ (n + 1)d2nR (107)

because |TP| ≤ 2nH(P) and the number of types is at most (n + 1)d. We also have

Pr(xn /∈ A(n)) ≤ (n + 1)d exp
[
−n min

Q:H(Q)≥R
D(Q||PX)

]
. (108)

The protocol consists of only keeping sequences in A(n), for which by equation 107 we need at most

1
n

log
[
(n + 1)d2nR

]
= d

log(n + 1)
n

+ R n→∞−−−→ R bits,

with the error decaying exponentially in n by equation 108.

11.4. QUANTUM SOURCE COMPRESSION

A quantum source emits quantum state with certain probabilities. We restrict to pure state sources. Let
(px, |ψx⟩)x∈[d] be a quantum state ensemble, where |ψx⟩ ∈ H are pure states on a D-dimensional Hilbert
space. The signal |ψx⟩ is emitted with probability px. The iid assumption in this case is to assume the
source emits sequences of states |ψxn⟩ = |ψx1⟩ ⊗ |ψx2⟩ ⊗ · · · ⊗ |ψxn⟩ (which is analogous to the sequence
xn = (x1, . . . , xn) ∈ [d]n in the classical case) with probability Pr(ψxn) = ∏n

i=1 pxi .
Let ρ = ∑x∈[d] px|ψx⟩⟨ψx| be the ensemble average density operator. Then the average density operator after the
source has emitted n signals is given by ρ⊗n. A source compression protocol consists of:

(1) an encoding or compression map

ε : L(H⊗n) → L(H̃n)

with dim H̃n < dimH⊗n = Dn.
(2) a decoding operation D : L(H̃n) → L(H⊗n).

Define the error as
εn = 1 − ∑

xn
pxn F(ψxn ,D ◦ ε(ψxn))︸ ︷︷ ︸

average fidelity

.

If εn → 0 for n → ∞, we call

R = lim
n→∞

1
n

log dim H̃n

an achievable compression rate, and the infimum R∗ of all achievable rates is called the optimal rate of compression.
In the classical case the optimal compression rate is given by the Shannon entropy of the source; in this case
the equivalent notion is that of von Neumann entropy of the source.
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Definition 39. The von Neumann entropy S(ρ) of a density operator ρ with eigenvalues λ = (λi)i=1,...,D is
defined as

S(ρ) = −
D

∑
i=1

λi log λi.

If ρ = ∑i λi|ei⟩⟨ei| is a spectral decomposition, we can define the matrix logarithm

log ρ = ∑
i:λi>0

log λi|ei⟩⟨ei|.

The von Neumann entropy of ρ is then given by S(ρ) = tr ρ log ρ.

Proposition 11.3. Properties of von Neumann entropy.
(1) 0 ≤ S(ρ) ≤ log D where D = dimH(ρ ∈ L(H)). S(ρ) = 0 iff ρ = |ψ⟩⟨ψ| is pure. S(ρ) = log D if and

only if ρ = 1
D1H is completely mixed state.

(2) S(ρ) = S(UρU†) for any unitary U ∈ U(H).
(3) S(λρ1 + (1 − λ)ρ2) ≥ λS(ρ1) + (1 − λ)S(ρ2) for any λ ∈ [0, 1] and ρ1, ρ2 ∈ L(H).
(4) For any pure state |ψ⟩AB, we have S(ψA) = S(ψB) using Schmidt decomposition.
(5) A pure state |ψ⟩AB is entangled iff S(ψA) > 0.

How might we achieve quantum source compression at a rate equal tot the von Neumann entropy of the
source? Schumacher in 1995 in [Sch95] showed that this is possible using a quantum version of typicality. Let
ρ = ∑x px|x⟩⟨x| be a spectral decomposition of a density operator ρ ∈ H. Consider the state ρ⊗n with spectral
decomposition ρ⊗n = ∑xn pxn |xn⟩⟨xn|, where pxn := ∏n

i=1 pxi and |xn⟩ := ⊗n
i=1|xi⟩.

Definition 40. For ε > 0, the typical subspace T(n)
ε of a source ρ = ∑x px|x⟩⟨x| is defined as

T(n)
ε := span{|xn⟩ : xn is ε-typical } ⊂ H⊗n.

The projector onto T(n)
ε is given by Π(n)

ε := ∑xn∈T(n)
ε

|xn⟩⟨xn|. Note that the symbol T(n)
ε is used to denote both

the set of ε-typical sequences and the ε-typical subspace; it will be clear from the context which is meant.

Proposition 11.4. Properties of the typical subspace.
(1) For all δ > 0, and n sufficiently large, tr

(
Π(n)

ε ρ⊗n
)
≥ 1 − ε − δ.

(2) Let S = S(ρ). Then for some constant c > 0,

dim T(n)
ε = tr Π(n)

ε ≤ 2n(S+cε).

(3) The operator ρ̃n := Π(n)
ε ρ⊗nΠ(n)

ε is the “typical” part of ρ⊗n and satisfies ρ̃n ∼= 2−nSΠ(n)
ε . Furthermore,

ρ̃n = ρ⊗n when n is large.

Schumacher’s quantum source compression protocol.
(1) Perform the typical subspace measurement to project the source signals to the typical subspace.
(2) Using some enumeration of the typical sequences in T(n)

ε , construct a map U f = ∑xn∈T(n)
ε

| f (xn)⟩W⟨xn|An ,

where An = H⊗n and W is the typical subspace. The subspace W has dimension at most 2n(S(ρ)+ε). U f

is the inverse of an isometry, i.e., U f U†
f = 1W .

(3) Decoding: essentially apply U−1
f .

This achieves compression at a rate

R = lim
n→∞

1
n

log dim W = S(ρ),

with error εn → 0 as n → ∞.
One can also show that no asymptotically faithful compression protocol can achieve rates below the entropy
S(ρ), which proves that S(ρ) is the optimal possible rate for quantum source compression.
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11.5. UNIVERSAL COMPRESSION BASED ON SCHUR-WEYL DUALITY

Schumacher’s compression protocol achieves optimal compression rate but is defined in terms of the spectral
decomposition of the source state. In this section, we will see a compression protocol that depends only on
S(ρ). This protocol is based on symmetries and Schur-Weyl duality.
Quantum source compression has two symmetries:

(1) Permutation symmetry: Qπρ⊗nQ†
π = ρ⊗n for all π ∈ Sn.

(2) Unitary symmetry: S(ρ) = S(UρU†) for all U ∈ U(H) (in other words: entropy only depends on the
spectrum of ρ).

Schur-Weyl duality gives the decomposition

H⊗n ∼=
⊗

λ⊢Dn

Vλ ⊗ Wλ.

Let Pλ be the projector onto Vλ ⊗Wλ. For λ ⊢D n define λ = 1
n λ (as in spectrum estimation). Now fix R > S(ρ)

and define
ΠR := ∑

λ:H(λ)≤R

Pλ.

This is a quantum version of the universal classical source compression code of section 11.3. Using ΠR as the
projector in a source compression protocol, we can show (see [Hay02]):

(1) With H̃n := ΠRH⊗n =
⊕

λ:H(λ)≤R Vλ ⊗ Wλ,

dim H̃n = tr ΠR ≤ poly(n)2nR.

The corresponding protocol thus has rate

lim
n→∞

1
n

log dim H̃n ≤ R.

(2) Exponential decay of decoding error:

εn ≤ 2(n + D)4D exp
(
−n min

H(b)≥R
D(b||λ)

)
,

where λ are the eigenvalues of the source ρ and as before D(b||λ) is the Kullback-Leibler distance
between b and λ. Since S(ρ) = H(λ) < R ≤ H(b), we have b ̸= λ for all b in the above optimization,
and hence minH(b)≥R D(b||λ) > 0. Thus, εn → 0 exponentially as n → ∞. for any rate R > S(ρ).
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